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Cover:
 1) The Petersen graph is hidden inside the dodecahedron. Where?For more on distance-regular graphs with ������� for small � see Theorem7.1.1, which is a joint work with Araya and Hiraki.
 Small figures (from top to bottom):
 2) The generalized quadrangle ���� ��� �� with a spread deleted (dashed). Itspoint graph is a unique distance-regular cover of ��� , cf. Section 3.1, Table3.1 and Brouwer’s Theorem 3.3.1.
 3) The distance-regular cover of ��� (with one antipodal class deleted). Eachof the three missing vertices is connected to one of the three ‘bold’ hep-tagons. This cover is called the Klein graph and it is a unique distance-regular graph which is locally a heptagon, cf. Section 3.2 (Lemma 3.2.2)and Mathon’s construction on page 27. Distance-regular graphs which arelocally strongly regular are studied in Chapter 4, see Theorem 4.5.7, whichis a joint work with Koolen.
 4) The cyclic cover of ��� is described by orienting some lines of the affineplane ������ ������ , cf. Theorem 3.3.2 by Brouwer and Wilbrink, Section 3.4and Godsil’s Theorem 3.5.4. The other distance-regular cover of ��� canbe obtained by ‘switching’ any directed line with three directed loops, cf.Section 3.5 (Theorem 3.5.3).
 5) A unique spread of the symplectic generalized quadrangle ������� has beenfind by studying the generalized quadrangle � �� ��"!#� , cf. Payne’s Con-struction 3.5.1, Section 3.6 and Section 3.7.
 6) A unique double-cover of the 4-cube $ with no quadrangles is describedby a 2-colouring of %$ , cf. Proposition 6.1.5 by Cohen and Tits andChapter 6, where antipodal covers (of strongly regular graphs), which arenot necessarilly distance-regular, are studied.
 7) Merging (skew arrows) in & -cubes which cover folded & -cubes is realizedby connecting vertices at maximum distance, cf. Chapter 5, which containsa characterization of certain distance-regular antipodal covers with regularnear polygons (Theorem 5.3.3).
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 We study antipodal distance-regular graphs. We start with an investigationof cyclic covers and spreads of generalized quadrangles and find a switching,which uses some known infinite families of antipodal distance-regular graphsof diameter three to produce new ones. Then we examine antipodal distance-regular graphs of diameter four and five. P. Terwilliger has shown, using thetheory of subconstituent algebras, that in a -polynomial antipodal distance-regular graph the neighbourhood of any vertex is a strongly regular graph. Weuse representations of graphs to extend this result and to derive from that newnonexistence conditions for covers. This study relates to the above switchingand to extended generalized quadrangles.
 In an imprimitive association scheme there always exists a merging (i.e.,a grouping of the relations) which gives a new nontrivial association scheme.We determine when merging in an antipodal distance-regular graph producesa distance-regular graph. This leads to our main result, a characterization ofcertain antipodal distance-regular graphs with regular near polygons containinga spread. In case of diameter three we get Brouwer’s characterization of certaindistance-regular graphs with generalized quadrangles containing a spread.
 Finally, antipodal covers of strongly regular graphs which are not neces-sarily distance-regular are studied. In most cases, the structure of short cyclesprovides a tool to determine the existence of an antipodal cover. A relationshipbetween antipodal covers of a graph and its line graph is investigated. Antipo-dal covers of complete bipartite graphs and their line graphs (lattice graphs) arecharacterized in terms of weak resolvable transversal designs which are, in thecase of maximal covering index, equivalent to affine planes with a parallel classdeleted.
 We conclude by mentioning two results which indicate the importance ofantipodal distance-regular graphs.
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 First, equitable partitions are used to define distance-regular graphs andantipodal covers. Then we explain why distance-regular antipodal covers areinteresting and finally we give a summary of our main results.
 As it is quite natural to introduce new subjects through examples, westart with two remarkable combinatorial objects, the Petersen graph and thedodecahedron,
 Figure 1.1: The Petersen graph and the dodecahedron.
 and explain how they are related through equitable partitions. These are par-titions � ��� � ������� ������ of the vertex set of a graph � , such that for all �and � the number � ��� of neighbours, which a vertex in � has in the cell � ,is independent of the choice of the vertex in � . In other words each cell �induces a regular graph of valency � � � , and between any two cells � and �there is a biregular graph, with vertices of the cells � and � having valencies� ��� and ��� � respectively. The antipodal pairs of vertices of the dodecahedron,determine one such partition. Another example is the distance partition, i.e.,partition of the vertices corresponding to their distances from a particular vertex,of the dodecahedron, the Petersen graph, or its line graph.
 Equitable partitions give rise to quotient graphs ����� , which are directedmultigraphs with cells as vertices and � ��� arcs going from � to � . From thedistance partitions of the dodecahedron, the Petersen graph and its line graph,and the partition of dodecahedron into antipodal pairs of vertices we get thefollowing quotients, see Figure 1.2 and Figure 1.3.
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 21 3 4 50
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 Figure 1.2: The quotients corresponding to the distance and antipodal partitions of thedodecahedron, and the distance partition of the Petersen graph.
 One of the most important properties of the equitable partitions is that theeigenvalues of the quotient graph ����� are also the eigenvalues of the originalgraph � , thus all the eigenvalues of the Petersen graph are also eigenvalues ofthe dodecahedron.
 A graph of diameter � has at least ��� � eigenvalues (cf. Theorem 2.2.2),and in many cases this lower bound is tight. If a distance partition is equitable foreach vertex � of a connected graph � and the parameters ��� � of these equitablepartitions do not depend on choice of � , then � is called distance-regular graph.Suppose that a graph � is distance-regular and that � is the set of vertices atdistance � from � , then � ��� � for � ��� ����� � , and the parameters � � � , � � � � �and � � � ��� � are denoted by  #� , � � and � � respectively. Since for a distance-regulargraph the quotient graph corresponding to the distance partition inherits all theeigenvalues of the original graph, the above lower bound on the number ofeigenvalues is tight in this case. Distance-regular graphs of diameter two arecalled strongly regular graphs. Some examples of distance-regular graphs are
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 complete graphs, complete multipartite graphs, cycles, & -cubes, 1-skeletons ofthe Platonic solids, the Petersen graph and its line graph. The intersection arrays� ��� ��� � ������� ����� � ��� � � � � ������� � ��� � of the last two graphs and of the dodecahedronare respectively � ����  � � � ��� , � ! �� �� � � � � � �"!�� , and � ���� �� � � � � � � � � � � � �  �� � � .
 1 20 3
 Figure 1.3: The quotient corresponding to the distance partition of the line graph ofthe Petersen graph. For example, the ‘2’ in the intersection array means that eachgreen vertex (i.e., a vertex at distance one from a chosen vertex) has exactly two blueneighbours (i.e., two neighbours at distance two from the chosen vertex).
 There are also many infinite families of distance-regular graphs, for exampleJohnson and Hamming graphs, which offer, through the study of distance-regular graphs, a unifying approach to design and coding theories. For a detailedtreatment of distance-regular graphs see Biggs [13], Bannai and Ito [8], Brouwer,Cohen and Neumaier [27] and Godsil [64].
 A distance transitive graph, i.e., a graph where any two vertices can bemapped by an automorphism to any other two vertices at the same distance,is obviously distance-regular. Although all the above examples are distancetransitive there are also distance-regular graphs which are not distance transitive,see for example Shrikhande [123] or Figure 3.3. We can consider distance-regularity as a weakening of the condition of distance transitivity; instead ofcomplete symmetry of a graph, there is just a numerical regularity. In this sensedistance-regularity is a combinatorial approximation of the algebraic propertyof ‘being distance transitive’. This correctly forecasts an interlacing of thecombinatorial and the algebraic approach.
 Distance-regular graphs also have important connections with areas otherthan algebra: in combinatorics with finite geometries, coding theory, designtheory, and in functional analysis with orthogonal polynomials. These graphsare a special class of association schemes, one of the most important unifyingconcepts in algebraic combinatorics.
 The above relation between the Petersen graph and the dodecahedron is thecentral theme of this thesis, so let us explore some additional properties of thepartition corresponding to the diagonals of the dodecahedron. First observe that
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 in this particular case � � � � for each � , and � ��� either is zero or one when � �� � .In other words, the cells must be independent sets and there is either a 1-factoror nothing between any two cells. A graph with such a partition is called a coverof its quotient ����� and the cells are called fibres. If � ��� is connected then allthe fibres have the same size called covering index and usually denoted by � .This terminology comes from topology, since the geometric realization of thesecovers are covering spaces in the usual topological sense.
 A graph � of diameter � is antipodal if the vertices at distance � from a givenvertex are all at distance � from each other. Then ‘being at distance � or zero’induces an equivalence relation on the vertices of � , and the equivalence classesare called antipodal classes. Antipodal distance-regular graphs of diameterat least three are covers with antipodal classes as fibres (diameter two case isexcluded because of complete multipartite graphs, e.g., the octahedron). A coverof index � , in which the fibres are antipodal classes, is called antipodal r-coverof its quotient. For example, the cube is the unique distance-regular antipodaldouble-cover of the tetrahedron, i.e., � $ , the line graph of the the Petersen graphis the unique distance-regular antipodal triple-cover of � � , the icosahedron isa distance-regular antipodal double-cover of ��� , and the dodecahedron is adistance-regular antipodal double-cover of the Petersen graph.
 In the line graph of the Petersen graph, each edge lies in a unique maximalclique, which is a triangle in this case. A graph with this property is a collinearitygraph (also called the point graph) of the partial linear space, formed by thevertices of the graph as points and the maximal cliques of it as lines, seeFigure 1.4.
 Figure 1.4: The line graph of the Petersen graph together with its antipodal classes is acollinearity graph of a near polygon (called generalized quadrangle � �� ��� �� , sincethe incidence structure does not contain triangles, there are 2+1 points on each line and2+1 lines through each point).
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 The line graph of the Petersen graph, together with its antipodal classes actuallydetermines an incidence structure called near polygon, since additionally foreach vertex � and a maximal clique with � � � ��� less then the diameter ofthe graph, there is a unique vertex of nearest to � . This property is modeledafter a property of ordinary polygons.
 In general, antipodal distance-regular graphs of small diameter give rise tovarious important combinatorial structures such as projective planes, Hadamardmatrices, and even to more general objects such as symmetric group divisibledesigns and resolvable transversal designs, see Gardiner [59], Drake [57], De-lorme [53], Shad [121], Shawe-Taylor [122]. Distance-regular graphs serve asan alternative approach to these interesting combinatorial objects and allow theuse of graph eigenvalues, graph representations and the theory of associationschemes. Inspired by this, we investigate (distance-regular) antipodal covers ofsmall diameter.
 Our goal is to gain insight into the structure of antipodal distance-regulargraphs, to construct new antipodal distance-regular graphs (an infinite familyor some sporadic example) or to prove that for certain intersection arrays thereare no such graphs, as well as to characterize certain antipodal distance-regulargraphs, or to find some new technique which could be used in the study ofdistance-regular graphs in general.
 New constructions usually lead to constructions of some other combinato-rial objects (mentioned above), while sporadic examples show the true nature ofthis field. For the latest advances in the construction business of distance-regulargraphs see de Caen, Mathon and Moorhouse [38].
 Strong characterizations, which, with some luck, eventually lead to newconstructions or provide a tool to prove uniqueness of a certain object, are veryrare. In diameter three case, there are only a few characterizations of this kind.Two should be mentioned: distance-regular double-covers are characterizedby (regular) two-graphs, and Brouwer’s characterization by near polygons ofdiameter two, i.e., generalized quadrangles, containing a set of lines whichpartition the point set, called a spread. The second characterization is especiallystrong in conjunction with results on geometric graphs, see Cameron, Goethalsand Seidel [46]. In diameter four case, strong characterizations have beenknown only for covers of complete bipartite graphs, for larger diameter nocharacterizations are known.
 A graph � is said to be locally�
 , where�
 is a graph or a class of graphs,when for each vertex � of � the neighbours of � induce a graph isomorphicto (respectively a member of)
 �. For example, the icosahedron is locally a
 pentagon, and the point graphs of generalized quadrangles is locally a union
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 of cliques. Local graphs of a distance-regular graph are regular, and in somespecial cases provide an alternative tool to study distance-regular graphs.
 After having introduced some basic results about distance-regular graphsin Chapter 2, we start an investigation of antipodal distance-regular graphs withdiameter three case in Chapter 3. We find a switching, an operation which usessome known infinite families of antipodal distance-regular graphs of diameterthree, to produce new ones. A similar idea (switching on a regulus) has been usedto construct non-Desarguesian planes from Desarguesian ones. Additionally,we prove uniqueness of some distance-regular covers of small complete graphs(more precisely � � , ��� � ), and geometric distance-regular cover of � � � .
 In Chapter 4, we examine antipodal distance-regular graphs of diameterfour and five. Their intersection numbers, Krein and absolute bounds aredetermined. We parametrize -polynomial antipodal distance-regular graphsof diameter four with two parameters. Among these graphs we investigatethose which are locally generalized quadrangles ��� � � ��� � � � (there are twoknown examples: � �  ���� ). This study relates to the above switching andto extended generalized quadrangles. Terwilliger showed, using the theory ofKrein modules, that a -polynomial antipodal distance-regular graph is locallystrongly regular. Together with J. Koolen we use graph representations to extendthis result and to derive from that a new nonexistence conditions for covers. Forexample, from the set of feasible intersection arrays of antipodal distance-regulargraphs one quarter of those which are -polynomial are ruled out.
 In Chapter 5, we study mergings (i.e., groupings of the relations) in an im-primitive association scheme, which give new nontrivial association schemes.Merging was, for example, used to construct some new strongly regular graphs,see Brouwer and Van Lint [31]. We determine when merging the first and thelast classes in an antipodal distance-regular graph (i.e., joining all the pairs of an-tipodal vertices with edges) produce a distance-regular graph. Conversely, givena distance-regular graph with the same intersection array as the merged graphand a certain clique partition, an antipodal distance-regular graph is constructed.This leads to the main result of this thesis, a characterization of certain antipo-dal distance-regular graphs (of arbitrary diameter) with regular near polygonscontaining a spread. In the case of diameter three, we get Brouwer’s char-acterization of certain distance-regular graphs, with generalized quadranglescontaining a spread. For example, certain distance-regular antipodal double-covers of strongly regular graphs are equivalent to certain triangle-free stronglyregular graphs. As there are only a few such graphs known, this means that it willbe extremely difficult to find such covers. Known examples of distance-regulargraphs in which mergings works are: the
 K-cube as the double-cover of the
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 foldedK
 -cube and the folded � K � � � -cube as the merged graph; the bipartitedouble of the coset graph of the binary Golay code merges to the coset graph ofthe extended binary Golay code; the coset graph of the shortened ternary Golaycode is a distance-regular antipodal three-fold cover with diameter four of thepoint graph of the truncated ternary Golay code and the Berlekamp- Van Lint-Seidel graph (the coset graph of ternary Golay code) as the merged graph. Wefind new infinite families of feasible parameters of distance-regular antipodalcovers with diameter four.
 Finally, in Chapter 6, antipodal covers of strongly regular graphs, whichare not necessarily distance-regular, are studied. In most cases the structure ofshort cycles provides a tool to determine the existence of an antipodal cover. Arelationship between antipodal covers of a graph and its line graph is investigated.Antipodal covers of complete bipartite graphs and their line graphs (the latticegraphs) are characterized in terms of weak resolvable transversal designs, whichare, in the case of maximal covering index, equivalent to affine planes with aparallel class deleted.
 At the end we mention two results which indicate the importance of an-tipodal distance-regular graphs. The first one is the result of collaboration withAraya and Hiraki. Let � be a distance-regular graph of diameter � and valency� �   . If �   � � and   ��� � , then � is an antipodal double-cover. Consequently,if � �   is the multiplicity of an eigenvalue of the adjacency matrix of � and if� is not an antipodal double-cover, then ���  �� � � . This result is an improve-ment of Godsil’s diameter bound, which is very important for the classificationof distance-regular graphs with an eigenvalue of small multiplicity (as opposedto a dual classification of distance-regular graphs with small valency). The sec-ond result is joint work with Godsil. We show that distance-regular graphs, thatcontain maximal independent geodesic paths of short length, are antipodal. Anew infinite family of feasible parameters of antipodal distance-regular graphsof diameter four is found. As an auxiliary result, we use equitable partitions toshow that the determinant of a Toplitz matrix can be written as a product of twodeterminants of approximately half the size of the original one.
 In tables “!” means that a graph is uniquely determined by its parameters,“//” means that no graph realizes this particular parameter set, and “?” meansthat nothing is known.

Page 20
						


Page 21
						

�
 ���� � ��� ��� � ���� �
 In this Chapter we introduce some basic result about distance-regular graphs,eigenvalues of graphs, association schemes, antipodal graphs and generalizedquadrangles, which are not our own and which are needed later in the thesis forreference purposes.
 ��� � ��������������������� �!�"�#������$�%��
 Let � be a graph. The distance between vertices � and & of a graph � willbe the length of a shortest path between � and & , denoted by dist ' � � �(& � orjust by dist � � �(& � when this is not ambiguous. Let � be a vertex of a graph � .Then )+* � � � denotes the set of vertices at distance exactly � from � . We call)�* � � � a sphere of radius � centered at � , or the � -th neighbourhood of � . Inparticular, we use ) � � � for ) � � � � and call it the neighbourhood of a vertex � .Let , * � � �.- � ��� �./0) � � � ��/213131�/�) * � � � be called a ball of radius � centeredat � .
 Let � be a distance-regular graph of diameter � . For vertices � and & atdistance � and integers � , � let 4 ��� � � � denote the value �5) � � � �768) � �9& � � . Thenumbers 4 ��� � � � are called the intersection numbers of � . The valency of �is then 4 � � � � � �5) � � � � and is usually denoted by
 �. Some other intersection
 numbers also have special names:
 � * �:4 *;* � � � �5) * � � � � � for ��� � � ������� � � �  * �:4 * � � ��� � �5) �9& �<6�) * � � � � � for �� � �� �������� � � �
 �=* �:4>* � � � � � � � �5) �9& �<6#)+* � � � � � � for ��� � � ������� � � � � ��?* �:4�* � � � � � � � � �5) �9& �@6#)+* � � � � � � � for �%� � �� �������� � � �
 and �   � , A � � . Set   � � � � � � � � , then   * � � * � � * � �for
 �� ������� � � and � � � � , � � � � .
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 All the intersection numbers are determined by the numbers in the inter-section array
 � � � ��� � ������� ��� � � � � � � � � ������� � � � �of � . This can be proved by induction on � using the following recurrencerelation:
 � � � 4 � � � � � � � �   � 4 ��� � � ��� � � � � 4 � � � � � � � � �� � � 4 � � � � � � � �  #� 4 � � � � ��� � ��� � 4 ��� � � � � ���
 obtained by counting for vertices � and & at distance � the edges with one endin ) � � � � and another in ) � �9& � in two different ways. Therefore the intersectionnumbers do not depend on the choice of � and & at distance � . Note that adistance-regular graph need not be uniquely determined by its parameters, thesmallest such example is the Shrikhande graph, see [27, p. 104] or Figure 3.3.,which has the same parameters as the !��! -grid graph.
 Distance-regular graphs of diameter two are called strongly regular graphs.They were introduced by Bose [19] and have been intensively studied since, seee.g. Seidel [118], Cameron and Van Lint [48], and Brouwer and Van Lint [31].
 The following result gives us the basic properties of the parameters   � , � � ,� � and
 � � of a distance-regular graph, see Brouwer et al. [27, pp. 127, 133, 167]:
 2.1.1 LEMMA. Let � be a distance-regular graph with valency�
 and diam-eter � . Then the following holds:(a)
 � ��� � � ��� � � � � � � , for � � � ��� � � � � .(b) � � � � � � � 13131 � ��� .(c)
 � � � � � � � � 13131 � � � � � � .(d) if � � � � � then � � � � � .(e) if � � � � � and � � � , then
 � � � � � .(f) the sequence
 � � is unimodal, i.e.,� � � 13131 � ��� � 13131 � ��� � 13131�� �
 �for some � and � with � ��� �� � � .
 For a graph � of diameter � we define the � -th distance graph � � to bethe graph with the same vertex set as � , and with two vertices adjacent ifand only if they are at distance � in the graph � . We call � imprimitive iffor some � , � ��� � � , the graph � � is disconnected. A graph which is notimprimitive is called primitive. Smith [126] has proved the following theoremfor distance transitive graphs, but the proof can be easily extended to arbitrarydistance-regular graphs.
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 2.1.2 THEOREM (Smith [126]). An imprimitive distance-regular graph withvalency greater than two is either bipartite or antipodal (or both).
 If � is a connected bipartite graph of diameter at least two, then � hastwo components. The graphs induced on these components are called halvedgraphs of the graph � and they are distance-regular if � is, see Biggs andGardiner [16] or Brouwer et al. [27]. If � is distance transitive, the two halvesare isomorphic, but in general this is not necessarily so. An example is Tutte’s12-cage, see Brouwer et al. [27].
 For an antipodal graph � we define the folded graph of � , also calledthe antipodal quotient of � , to be the graph with the antipodal classes asvertices, where two components are adjacent if they contain adjacent vertices.The graph is distance-regular whenever � is distance-regular, see Gardiner[60] or Hensel [83]. The only antipodal graphs of diameter two are completemultipartite graphs �  ��� �� , i.e., the complement of � cliques of size � , and theyare bipartite only when � �   .
 An imprimitive distance-regular graph � with valency greater than two,gives us, after halving at most once and folding at most once, a primitivedistance-regular graph. For a more precise statement and proof see Biggs andGardiner [16], Brouwer et al. [27] or Hensel [83].
 � � �. � � ������� �@�<� ����� ������$�% �=�"$��=�<��� �<���@� ������
 The adjacency matrix � � � � � � of a graph � with vertex set � � ������� �"& � is the& �& matrix with the � � -entry equal to � if the vertex � is adjacent to the vertex� and equal to otherwise. Since � is loopless, diagonal entries are zero, andsince � is a symmetric matrix, all the eigenvalues of � are real. They will bereferred to as the eigenvalues of � . In vector/matrix equations we will use � todenote the identity matrix, � to denote the square matrix with all entries equalto one.
 By an easy induction argument we get the fundamental property of theadjacency matrix: the number of walks in � from the vertex � to the vertex �with length
 �is equal to the � � -entry of the matrix ��� . Some other properties
 of a graph can also be expressed very elegantly in algebraic way, for example,regularity of a graph:
 2.2.1 LEMMA. Let � be a connected graph. Then G is�
 -regular if and onlyif�
 is its eigenvalue with multiplicity one and eigenvector � � � � ������� � � ��� .
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 The valency�
 is the spectral radius of � � � � . The following two resultscan be found, for example, in Godsil [64, Lemma 2.5.2 and Lemma 11.2.2],
 2.2.2 THEOREM. A connected graph � of diameter � on & vertices has atleast � � � and at most n distinct eigenvalues.
 The rank of & & matrix � is one, thus zero is an eigenvalue with multiplic-ity & �� . Since � � � � � � � � � , we have � � � � � ����� � ��� � � � � � ����� . Therefore� � has for its eigenvalues �� with multiplicity & � � and by Lemma 2.2.1also its valency & � � with multiplicity one. The corresponding eigenvectorsare � � � � ������� � � � � and the & � � vectors obtained from the regular & -simplexin � & � � � -dimensional space with the center of mass at the origin. The &projections of its vertices to the � -th coordinate define one such vector.
 If � is a graph of diameter � , then we define the � -th distance matrix � � tobe the adjacency matrix of � � . We set � � � � and � * � for � � � or � ��and � � ��� . Now the ��& -entry of � � � � is equal to the number of verticesat distance � from � and � from & . This provides an equivalent definition ofdistance regularity:
 2.2.3 THEOREM. A connected graph � of diameter � is distance-regular ifand only if there are numbers   � , � � and � � such that
 � � � � � ��� � � ��� � �  #� � � � � � � � � � for � � � � �If � is a distance-regular graph, then � � � & � � ��� for some polynomial & � ��� �of degree � , for � � � ��� � .Using this identity for a distance-regular graph we find that ��� ��� is a linearcombination of distance matrices which are linearly independent. The coeffi-cient at � * is 4 � ��� � � . We have already pointed out once, this means that, inorder to check if some graph is distance-regular it is enough to verify if for anyvertices � and &��2) � � � � the numbers �5) � � � � ��6#) �9& � � and �5) ��� � � � ��6�) �9& � � ,i.e., the members of intersection array, are independent of the choice of � and & .
 The sequence of polynomials & � ��� � is determined with & � � ��� � � ,& � ��� � � � , &�� ��� � ��� and with the recurrence relation
 � � �(& � � ��� � � ��� �   � � & � ��� � � � � � �(& ��� � ��� � � � �� � � ������� � � �In this sense distance-regular graphs are combinatorial representation of orthog-onal polynomials, see [64] for further details. Damerell [52] has proved thefollowing:
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 2.2.4 COROLLARY. If G is a distance-regular graph of diameter � , then ithas precisely ��� � distinct eigenvalues, namely zeros of & � � ��� � .
 The converse does not hold in general, but it is true for diameter two stronglyregular graphs. The next lemma gives us a connection between eigenvectors of� and � � which has an important consequence, cf. Theorem 2.4.4).
 2.2.5 LEMMA. Let � be a distance-regular graph and�
 an eigenvalue witheigenvector � . Then & � � � � is an eigenvalue of � � with eigenvector � .
 The characteristic matrix � � ��� � � of a partition � � �� � ������� ������ of aset of & elements is the & �� matrix with columns formed by the characteristicvectors of the elements of � (i.e., the � � -entry of � is 0 or 1 according to � beingcontained in � or not).
 2.2.6 LEMMA. A partition � of� � �� with the characteristic matrix � is
 equitable if and only if there exists a � �� matrix , such that � � � � � � � , .If � is equitable then , � � � ����� � .
 Here is one important result of this kind due to Haynsworth [80]:
 2.2.7 COROLLARY. Let � be a graph with an equitable partition ����� � ������� �� � � , and let
 �be an eigenvalue of ����� with eigenvector � , then
 �is
 also an eigenvalue of � (with multiplicity at least as large as its multiplicity in� ��� ), and � extends to an eigenvector of � which is constant on cells of � .If � is an eigenvalue of � but not of � ��� then the sum of coordinates of anyeigenvector of � corresponding to the eigenvalue � equals zero on each cell � .
 1b
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 1Figure 2.1: The quotient graph corresponding to the distance partition.
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 Having developed this machinery, it is time to apply it. Let � be a distance-regular graph of diameter � and � a vertex of � . Then the distance partitioncorresponding to a vertex � is an equitable partition and gives rise to a quitesimple graph (see Figure 2.1) which inherits all the eigenvalues of � . Thequotient graph ������� does not depend on the choice of a vertex � , since �is distance-regular, so we can omit index � . It has just � � � vertices, so byTheorem 2.2.2 its adjacency matrix
 � � � ��� � �
 ��������
 � �� �   � � �
 �   � . . .. . .
 . . . � � � �   � � � � � � �
 ���   �
 ���������
 which is determined by intersection array of � , has exactly � ��� distincteigenvalues and they are precisely all the eigenvalues of � � �� . The vector& � & ��� � � ������� �(& ��� � �"� � is a left eigenvector of this matrix corresponding tothe eigenvalue
 �. Similarly a vector � � ��� � � � � ������� � � � � � �"� � defined by� � � ��� � � , � � ��� ��� � , � � ��� � ����� � and by the recurrence relation
 ��� � ��� � � � � � ��� � ��� � �   � � � ��� ��� � � � � � ��� � � � �� � � ������� � �
 is a right eigenvector of this matrix, corresponding to the eigenvalue�. There is
 the following relation between coordinates of vectors � and & : � � ��� � � � � & � ��� � .The sequence �� � � � � ������� � � � � � �"� is fundamental for the study of distance-regular graphs and is called the standard sequence (or also a sequence of cosines)corresponding to
 �. Using Sturm’s theorem (see Brouwer et al. [27, p. 129] or
 [140]) the following result is obtained.
 2.2.8 THEOREM. Let�� � 13131 � �
 � be the eigenvalues of a distance-regular graph. The sequence of cosines corresponding to the � -th eigenvalue
 � �has precisely � sign changes.
 Now, we will obtain the sequence of cosines by graph representations.Let � be a distance-regular graph with vertex set � � ������� �"& � , and let
 �be an
 eigenvalue of � � � � �� with multiplicity � . Let ��� be an & � matrix withcolumns forming an orthonormal basis for the eigenspace associated with
 �. Let
 � � � � � be the � -th row of � � . Then this defines a mapping from� � � � into IR
 ,
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 called a graph representation corresponding to�. We have � ����� � � � and
 therefore, �
 ��� �� � � ����� � � � � � � �
 We mention two results which demonstrate that this concept is natural. All thisand more on representations can be found in Godsil [64, Ch. 13] and Brouweret al. [27, Ch. 3].
 2.2.9 LEMMA. Let � be a distance-regular graph and let�
 be an eigenvalueof � . If � and � are two vertices of � then � � � � � � � � � � �#�"� is determined by thedistance between � and � in � .
 This result implies that the vectors � � � � � all have the same length. Now itis not difficult to derive from Theorem 2.2.3 that for � � dist � � � ��� we have:
 � � � � � � � � � � � � � � � � ���"�� � ��� � � � � ��� � �"� �2.2.10 THEOREM. Let � be a distance-regular graph of diameter � andvalency
 � �   . Let�
 be an eigenvalue of � . Then � � is not injective if and onlyif(a)
 � � � , or(b)
 � � � � and � is bipartite, or(c) � is antipodal and
 �is not an eigenvalue of its antipodal quotient.
 This result implies that � � is locally injective when � is not completemultipartite graph and
 �is not
 �or � � .
 � � ��� � �� �@� ���� � �@%��� �<�
 The set of � graphs � � ������� � � � with the vertex set � , for which we have:
 (a) for any pair of vertices � and   exactly one graph � � contains the edge ��  ,(b) for any pair of vertices � ,   and any integers � , � the number
 � ��� ��� � ��� � � � and  �� � � � � � � � -34 ����� � �"�depends only on � , � and the distance graph � � which contains the edge��  (and not on the edge ��  itself),
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 is called a � -class (symmetric) association scheme on the set � with intersec-tion numbers 4 ��� � � � . Note that each graph � � could be substituted with thecorresponding relation � � . A � -class association scheme on � is essentially acolouring of the edges of the complete graph ��� ��� with � colours, such that thenumber of triangles with a given colouring on a given edge depends only on thecolouring and not on the edge.
 If we denote the adjacency matrices of graphs � � by � � and the identitymatrix of order � � � by � � , the condition (a) translates to � ���� � � � � (allones matrix) and the condition (b) to � � � � ��� �� � � 4
 ���� � � . The algebra
 generated by matrices � � ������� � � � is called the Bose-Mesner algebra of theassociation scheme. Since the � -matrices of which are idempotents forthe Schur product (i.e., the entry-wise product, also known as the Hadamardproduct), and with minimal number of ones are uniquely determined, we ususually denote an association scheme just by � � � � . It can be shown that is an association scheme if and only if the matrices � � ������� � � � span a � � � � � -dimensional commutative subalgebra of symmetric complex matrices � � � � ,where � is the index set. Furthermore, it can be shown that this algebra admitsa basis of � � � pairwise orthogonal symmetric idempotents � � , � ��� ������� � � ,with � � � � � � � � � and � ���� � � � � � . These � � ’s are in fact projections onto� � � pairwise orthogonal eigenspaces common to all elements of .
 If the graph � is distance-regular then its distance graphs � � ������� � � � forman association scheme and for ��� � ������� � � the matrix � � is a polynomialof degree � in � � , Such an association scheme is said to be � -polynomial.Equivalently, ���� � � is � -polynomial if for all integers � , � , � ( � � � ��� � � � ),4 ��� � � ���� (resp. 4 ����� � � ��� ) whenever one of � , � , � is greater than (resp. equalto) the sum of the other two. Similarly, an association scheme is -polynomialif there are polynomials � � of degree � such that � �� � ��� � � � , i.e., if for allintegers � , � , � ( � � � � � � � � ), � ��� � � � � (resp. � � � � � � �� ) whenever oneof � , � , � is greater than (resp. equal to) the sum of the other two.
 The definition of primitivity is extended from distance-regular graphs toassociation schemes. An association scheme is primitive if all the graphs � � areconnected, and imprimitive otherwise. The condition (b) implies that the graphs� � are regular. Let us denote their valency by
 � � . We will use some well knownidentities for the intersection numbers 4 ��� � � � :
 2.3.1 LEMMA. (a) 4 � � � ��� ��� ��� , (b) 4 ��� � � � � 4 � � � � � , (c) � �  � � 4��   � � � � � � ,
 (d) 4 � � � � � � � �:4 � � � �#� � � �:4 � � � � � � � .Before we finish this section let us mention the Krein condition on intersec-
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 tion numbers of association schemes discovered by Scott [117] and the absolutebound discovered by Neumaier [106].
 2.3.2 THEOREM (Krein condition). Let � be a distance-regular graph with& vertices, diameter � and eigenvalues
 �� � � � � 13131 � �
 � with multiplicities� � ������� � � � . Let the polynomials & ����� � and the numbers
 � � be as above. Thenthe Krein parameters (also called the dual intersection numbers)
 � � � � � ��� � � � �&
 ��� � �
 & � � � � � & � � � � � & � � � � ���
 are nonnegative for all � � � � � � � ������� � � � .
 2.3.3 THEOREM (Absolute bound). Let � be a distance-regular graph ofdiameter � . Then the multiplicities � � ������� � � � of its eigenvalues satisfy
 �
 ����� � � ���� � �� �
 � � ����� ��� � � � if � � ���� � � if � �� �
 where the � ��� � � � are the Krein parameters.
 � 2�<� $ � � ��� �� �������@�+�����=����� �!�"� � ���7$ %��
 Let � be a graph with a partition � of its vertices into cells satisfying thefollowing conditions:(a) each cell is an independent set,(b) between any two cells there are either no edges or there is a matching.
 Let � ��� be the graph with the cells of � as vertices and with two of themadjacent if and only if there is a matching between them. Then we say that �is a cover of � ��� and we call the cells and the matchings the fibres of verticesand the fibres of edges respectively. If � ��� is connected, then all cells have thesame size which is called the index of the cover, and is denoted by � . In thiscase � is called an � -cover of � ��� . In this thesis we will always require that� � � .
 We can give an equivalent definition of a cover of � using the projectionmap 4 from
 � �� � to� � � � . We say that is a cover of � if there is a
 map 4 - � �� � � � � �� called a projection which is a graph morphism, i.e.,preserves adjacency, and a local isomorphism, i.e., for each vertex � of the
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 map 4 restricted to ��� � /2) � � � is bijective. Then �(4 � � � � � � � � � � is the setof fibres and � � � 4 � � � � � � is the index of the covering. If we consider ourgraphs as simplicial complexes, coverings graphs are covering spaces in theusual topological sense.
 If a graph � is a cover of ����� and � consists of its antipodal classes, then �is called an antipodal cover. Furthermore, if the graph � is also distance-regular,we say that � is a distance-regular antipodal cover.
 2.4.1 LEMMA. A distance-regular antipodal graph � of diameter d is a coverof its antipodal quotient with components of � � as its fibres unless � �   .
 To prove the above result we need only the facts that � is antipodal,connected and that � � � � � � �(& � � for any vertex � and & �2) � � � � � � .
 In order to gain more insight into the structure of the distance-regularantipodal covers of distance-regular graphs let us first prove the following ex-tension of a result due to Gardiner [60]. The part (i) is new, and (ii) modified,however the proofs of (i) � (ii) and (i)&(ii) � (iii) are motivated by his proof.
 For each vertex � of a cover we denote the fibre which contains � by� � � � . A geodesic in a graph � is a path � � ������� ���   , where dist ��� � ���   � � � .
 2.4.2 THEOREM. Let � be a distance-regular graph of diameter � withparameters � � , � � and its � -cover of diameter
 K �   . Then the followingstatements are equivalent:
 (i) The graph is antipodal with its fibres as the antipodal classes (hence anantipodal cover of � ) and each geodesic of length at least �"� K � � � �  � in can be extended to a geodesic of length
 K.
 (ii) For any � � � �� � and � � � � � ������� �� K �  � � we have
 )�� � ��� � � � / � � �9& ��  � & � - & � ) ��� � ��� �(iii) The graph is distance-regular with
 K� �   � ��  � � ��� and intersection
 array� � � ������� ��� � � � � � * � � �����* � � � � � ������� � ��� � ��� ������� � � � � � � ���* ��� � � � ������� ��� ��for
 Keven, and� � � ������� ��� � � � � � � � � � � � � � ������� � � � � ��� ������� � � � � � ��� � � � ������� ��� � �
 forK
 odd and some integer � .
 Proof. Let be an antipodal cover. If two paths both have length less thanKand they go through the same fibres in the same order, then we will say that
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 they are parallel. Note that two parallel paths have the same length and that oneof them and a vertex from the other one uniquely determine the other path. Byantipodality, a path of length less than
 Kcontains at most one vertex from each
 fibre, therefore two parallel paths are either disjoint or equal corresponding totheir intersection being empty or not. Finally, the parallelism is an equivalencerelation, each parallel class corresponds bijectively to a path in the antipodalquotient of , and each parallel class contains � elements. The last, for example,implies that for two distinct fibres any vertex from them lies in a shortest pathbetween them (cf. [27, Lemma 11.1.4]).
 (i) � (ii): Let � and & be any two vertices of which are at distance � � � K �  � .Since
 � �9& � is an antipodal class, the distance from � to any vertex of� �9& � is at
 least � . Let � be a path of length � between � and & . Then � is a shortest pathbetween
 � � � � and� �9& � . Note that the set of all ends of paths from the parallel
 class of � equals� � � �3/ � �9& � , and consider the distance partition corresponding
 to � . Let ��
 be a parallel path of � which has one end in ) � � � � and the otherend in ) � � � � for some � � K � � . The required property of geodesics impliesthe existence of a path of length
 K � � between� ��� � � 6 ) � � � � and ) � � � � .
 But this is also a path between� �9& � and
 � � � � , soK � � � � . Therefore
 � � K � � and ) � �9& � � ) � � � � � � . Now let � be any vertex in ) � � � � � � . Thenthe extension of a geodesic from � to � to ) � � � � is a shortest path between� � � � and
 � ��� � and a path from its parallel class starting at � has to end in) � � � � . Hence / � ) � �9& � -�& � ) � � � ��� � ) � � � � � � .(i) � (ii): ��� implies that the graph is antipodal with its fibres as theantipodal classes and therefore ) � � � � � � � / � ) � �9& � - & �:) � � � ��� . The restis now straightforward.
 (i)&(ii) � (iii): A geodesic � of length � corresponds to a parallel class ofgeodesics of length � �
 K. These are the shortest paths between two fibres
 since � is a geodesic. Therefore by (ii)K �   � . If
 K �   � �   then by (ii)there exists a geodesic in of length � � � which is the shortest path betweentwo fibres and therefore diam � �� � � � � . Contradiction! The remainder ofthis part of the proof is only sketched. Suppose
 K �   � and let ��� � ������� � � * �be an antipodal class of . Then the balls , � � � � � � � of radius � � � centeredat � � (i.e., ��� � � / ) � � � � � / ����� / ) � � � � � � � ) for ��� � ������� � � are disjoint andthere are no edges between any two of them. Their induced graphs are parallelin the above sense and therefore isomorphic to their projection. This impliesthe desired parameters of . The case when
 Kis odd can be treated similarly.
 (i) � (iii) It suffices to prove that, for a vertex � �� �� � , any two distinct
 vertices & and � in ) � � � � are at distance at leastK
 . Suppose that , � �9& �76, � ��� � ��� and that there are no edges between , ��� � �9& � and , ��� � ��� � for some
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 � � � � ������� �� K �  � � . This is certainly satisfied for � � � , since   � �� ���� and��� � � �� � � � . If � � � K � � � �   our work is done, otherwise   � � � �� � �  #���� �implies that there is no edges between ) ���9& � and ) ������� . If � � K �   our work isdone again, otherwise by � � � ��� � �� � � � � � �� � the sets ) � � �9& � and ) � � �����are disjoint. So the induction assumption is satisfied for � � � .Remarks: Statement (ii) gives us an idea how to draw the distance partitionof an antipodal cover over the corresponding distance partition of its antipodalquotient and why we say that a distance-regular antipodal cover folds to itsantipodal quotient (see Figures 3.1, 4.1 and 4.3).
 (i) InK �   � case the integrality of entries in the intersection array implies
 � � ��� . By the monotonicity of parameters ,�� and � there is also ��� � � � ���*and � � � �* � � � � � � � � .
 (ii) InK �   � � � case the integer � satisfies the conditions ��� � � � � �
 min ��� � � � �   � � and � � � � .The following corollary can again be found in Gardiner [60].
 2.4.3 COROLLARY. If is a distance-regular antipodal graph, then hasa distance-regular antipodal cover only if is either a cycle, a complete graphor a complete bipartite graph.
 In the reminder of this section we determine also the eigenvalues of antipo-dal distance-regular graphs and their multiplicities.
 2.4.4 THEOREM. Let � be a distance-regular graph and a distance-regular antipodal r-cover of � . Then every eigenvalue
 �of � is also an
 eigenvalue of with the same multiplicity.
 The above result can be proved by combining the properties of the antipodalpartition of and the quotient graph of , but it can also be derived as aconsequence of the following theorem of Biggs [14]:
 2.4.5 THEOREM. The multiplicity of an eigenvalue�
 of a distance-regulargraph � with diameter � and & vertices is equal to
 &� ���� � � � � � � � � �
 Now we can finally state a result due to Biggs and Gardiner [16]:
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 2.4.6 THEOREM. Let be a distance-regular antipodal � -cover with diam-eter
 Kof the distance-regular graph � with diameter � and parameters   � , � � ,
 � � . TheK � � eigenvalues of which are not eigenvalues of � are, in the case
 whenK �   � , the eigenvalues of the � � matrix
 ��������
 ������   � � �
 �   � . . .. . .
 . . . ��� �   � � ��� � � � � �   � � �
 ���������
 and, in the case whenK ��  � � � , the eigenvalues of the � � � � � � � � � �
 matrix ��������
 � �� �   � � �
 �   � . . .. . .
 . . . � � � �   � � � � � � �
 � �   � � � �
 ���������
 If��� � � � 13131 � � � are the eigenvalues of and � � � � � � 13131 � � � are
 the eigenvalues of � , then
 � � � �� ��� � � �
 �813131 ��� � �� �
 i.e., the eigenvalues of � interlace the ‘new’ eigenvalues of .
 Thus, in the even case the new eigenvalues do not depend on � and arethe roots of � � � � � � . Their multiplicities are proportional to � � � . In theodd diameter case the new eigenvalues depend only on � � and are the roots of��� � � � � � � � � � �#� � ���   � � � � � � � �� .
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 A quadratic form ���� � � � � ������� � � � � over � � ����� is a homogeneous polynomialof degree 2, i.e., for � ����� � � � � ������� � � � � and an � & � � � � & � � � matrix over � � ����� :
 ���� � ���
 � � � � �� ��� � � � � � �� � � �
 A quadric in � � � & ����� is the set of isotropic points
 � ������ -# ��� � �� ���where ���� is the one-dimensional subspace of � � ����� � generated by � �� � ����� � . Two quadratic forms � ��� � and ��� � are projectively equivalentif there is an invertible matrix � and a nonzero such that
 ��� ��� � ��� � � �
 The rank of a quadratic form is the smallest number of indeterminates that occurin a projectively equivalent quadratic form. A quadratic form ��� � ������� � � � �(or the quadric in � � � & ����� determined by it) is nondegenerate if its rankis & � � . For � odd a subspace � is degenerate whenever � 6 ��� �� � , i.e.,whenever its orthogonal complement � � is degenerate, where � denotes theinner product on the vector space
 � � & � � ����� defined by
 ��� �   � - � ��� �   � � ���� � � �   � �
 A flat of a projective space � � � & ����� defined over � &�� � � -dimensional space�
 consists of 1-dimensional subspaces of�
 that are contained in some subspace of�
 , and it is said to be isotropic when all its points are isotropic. In Theorem 3.7.1the dimension of maximal isotropic flats is determined.
 A generalized quadrangle an incidence structure of points and lines with� � � points on each line, � � � lines through each point, and for a point 4 not ona line � there is exactly one point of � collinear with 4 . Let us now give a briefdescription of classical generalized quadrangles, which are all associated withclassical groups and are due to J. Tits, see [113].
 An orthogonal generalized quadrangle � � ����� is determined by isotropicpoints and lines of a nondegenerate quadratic form in � ��� � ����� , for � �� ���"! ��� � . An orthogonal generalized quadrangle �� ! ��� � has parameters ��������� .Its dual is called symplectic (or null) generalized quadrangle ������� (since it can
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 be defined on points of � � ��������� , together with the self-polar lines of a nullpolarity), and it is isomorphic to � ! ����� for even � .
 Let be a nondegenerate hermitian variety (e.g.,� ��� � �� � 13131 � �
 � �� � )
 in � ��� � ��� � . Then its points and lines form a generalized quadrangle calleda unitary (or Hermitean) generalized quadrangle � � � ��� � . A unitary general-ized quadrangle ��������� � has parameters ��� ����� and is isomorphic to a dual oforthogonal generalized quadrangle � ������� .
 Finally, we describe one construction found by Ahrens and Szekeres [1]and independently by M. Hall, Jr [77]. Let � be a hyperoval of the projectiveplane � � �� ������ , � �
 �, i.e., a set of ��� �  �� points meeting every line in zero
 or two points, and let � � �� ������ � be imbedded as a plane in � ��������� ��� � .Define a generalized quadrangle ��� ��� � with parameters ��� � � ��� � � � by takingfor points just the points of �   , and for lines just the lines of � which are notcontained in and meet � (necessarily in a unique point).
 For a systematic combinatorial treatment of generalized quadrangles seethe book by Payne and Thas [113]. The order of each known generalizedquadrangle or its dual is one of the following: � � � � � for �
 � � ; ������� � , ������� � ,��� ��� � , ��� � � ��� � � � , for � a prime power.
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 � � � � � � � � � � � ��� � ���
 In this chapter we investigate distance-regular covers of the complete graphs� � for small & . Our main goal is to use known infinite families of these graphsto produce new ones. Before we start with the first section a short introductionand the summary of sections are to be given. The introduction explains why westudy this particular case of distance-regular covers.
 In 1982 Biggs [15] set up a classification scheme for distance-regulargraphs of diameter three. They fall into three classes: antipodal, bipartite,and primitive. The antipodal distance-regular graphs of diameter three sharemany properties with certain graphs derived from finite geometries and in somecases they are even equivalent to them. Group divisible designs (see Godsiland Hensel [68, Theorems 5.2 and 5.3]), projective planes and generalizedquadrangles with a spread are such examples. The last two families correspondto distance-regular graphs with parameters � � � � �  �� � � � � � � � � , see Biggs [15],Godsil and Hensel [68, Construction 4.2] or Brouwer et al. [27, p. 387],and � � � � ��� � � � � � � � � � � � � � ����� , see Brouwer [24] [27, p. 385]. Since theantipodal distance-regular graphs of diameter one and two are complete graphsand complete multipartite graphs (e.g., the octahedron), the antipodal distance-regular graphs of diameter three are the first nontrivial case of antipodal distance-regular graphs. They cover complete graphs. Note that Theorem 2.4.2 impliesthat a distance-regular cover of a complete graph is always antipodal with itsfibres as antipodal classes, i.e., an antipodal cover of a complete graph. Godsiland Hensel [68] refined the classification scheme for the antipodal distance-regular graphs of diameter three and made a survey of the known constructionsof them. For a complete survey of constructions of antipodal distance-regulargraphs of diameter three and isomorphisms between them, see Brouwer, Godsiland Wilbrink [29] (cf. Gardiner [61] and [62]).
 In Section 3.1 we mention two characterizations, which correspond to
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 the extreme values of the covering index, and Mathon’s construction. Usingthe feasibility conditions from Godsil and Hensel [68] a list of small feasibleparameters was made by Godsil and Hensel. In the next section we study smallcases of locally cyclic graphs.
 In Section 3.3 we introduce Brouwer’s characterization and give an ele-mentary proof of the uniqueness of the distance-regular three-fold covers of � � .There are two of them and they correspond to the two nonisomorphic spreadsof a generalized quadrangle ���� ��"!#� . Noticing that one of the two covers iscyclic we investigate, in Section 3.4, the cyclic covers of complete graphs. Ageneralized quadrangle � �� ��"!#� with a spread can be constructed from a gen-eralized quadrangle � ��������� with a regular point. By exploring this relationwe finally find, in Section 3.5, an operation, called switching, which yields newinfinite families of distance-regular covers.
 In Section 3.6 we use the cyclic spread of the generalized quadrangle� �� ��"!#� to show that there is a unique spread of the symplectic generalizedquadrangle ����������� . In the following section we present a geometric proof(due to Brouwer and Wilbrink) of the same result. In the last section we discusssome open problems.
 ��� � � � � ������� � �@��� ������
 Since distance-regular covers of complete graphs (i.e., antipodal distance-regulargraphs of diameter three) motivate the study of antipodal distance-regular graphswith larger diameter and give considerable insight into the structure of thesegraphs, we provide some fundamentals, the most important constructions orcharacterizations and their connections.
 Let � be a distance-regular antipodal � -cover of the complete graph � � .By Theorem 2.4.2, its intersection array is
 � & � � � � ��� � � � � � � � � � �"& � �����
 so it depends only on the parameter set � & � � � � � , and the distance partition of adistance-regular cover of a complete graph corresponding to an antipodal classhas the following shape (see Figure 3.1):
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 Figure 3.1: A distance-regular graph of diameter three and index six (the distancepartition corresponding to an antipodal class).
 Note that if we deleted the distinguished antipodal class, this would remind usof a figure of a complete multipartite graph, but in a complete multipartite graphshaded sets would be antipodal classes, while here each shaded area containsone vertex from each antipodal class.
 The distance-regular double-covers � & �� �� � � are equivalent to certain de-signs, called (regular) two-graphs and they can be derived from the stronglyregular graphs with parameters � & �   � � � ���   � � � � & �   � � � �   � , see Biggs[15, Thm. 5]. They have been surveyed by Taylor [129] and Seidel and Taylor[120]. The case when the covering index is equal to the valency, was inves-tigated by Gardiner [60]. He has shown that in this case the distance-regularcovers of complete graphs are equivalent to the Moore graphs of diameter two(i.e.,
 �-regular graphs of diameter two and girth five, and they can exist only for�
 � �  ��������#����� � ).We present explicitly only Mathon’s construction [103] of a distance-
 regular � -cover of � � � , where �%� � � � � is a prime power and either � is evenor � � � is a power of two, mainly because it covers so many parameter sets. Thefollowing is a neat version of the construction, due to Neumaier [15]. Let � bea subgroup of the multiplicative group of � � ����� of index � . Let � be the equiv-alence relation for the elements of � � ����� � � defined by �9& � �(& � � � � � � � �if and only if there exists � � � such that �9& � � �(& � �� � � � � � � . Then thegraph � with the equivalence classes &�� , & � � � �����   � � of � as vertices,and �9& � �(& � ��� � � � � � � � if and only if & � � � & � � � � , is an antipodaldistance-regular graph of diameter three, with � ��� � � � � ��� � � � ��� vertices,
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 index � and � � � . � is vertex transitive, and when � is prime and the charac-teristic of � � ����� is a primitive element modulo � , also distance transitive, seeBiggs [15] and Brouwer et al. [27, p. 386]. The smallest example is the linegraph of the Petersen graph as the distance-regular three-fold cover of � � . For��   the double-cover comes from the Paley graph �   � � � � � � � � , and for � � �Bondy [15] has shown that a graph with this parameters implies the existence ofa projective plane of order � . This suggests that the general problem of findingall the covers of complete graphs will be hard to solve.
 Let us now summarize the feasibility conditions from Godsil and Hensel[68]:
 (F1) & � � � � are integers with �   � � & � � , i.e., � � � � � � � � � & �   ,(F2) if & is even then � is even,(F3) the multiplicities of the nontrivial eigenvalues are integers.
 Krein conditions for a distance-regular cover with parameters � & � � � � � and� �   imply only one restriction:
 � � & � � � Using the feasibility conditions(F1), (F2), (F3), the Krein and the absolute bounds, the group divisible designcondition [68, Thm. 5.4], and [68, Lemma 3.5], Godsil and Hensel have obtaineda list of small feasible parameter sets. The only distance-regular covers ofcomplete graphs which are also bipartite are the graphs � ��� � minus a perfectmatching with parameters � & � � �"& �  �� � � � �"& �  ��"& � ��� (e.g., the 3-cube isa double-cover of the tetrahedron), and are omitted from the following table:
 & �   � � a cover � of � � ����� G� � � � L(Petersen) ��       Icosahedron �� � � ) (Hoffman-Singleton) �� �     Klein graph �� � � � ���� ��"!#��  spread  � � � � equivalent to the unique � � �� �� � � ���   ! ! Johnson graph ��� � ����� ��� !     ������������  unique spread, Thm. 3.3.1
 � �Table 3.1: List of small distance-regular covers of complete graphs.
 The � -th subconstituent graph corresponding to a vertex � is the graphinduced by the set ) ��� � � . The first three parameter sets uniquely determine theline graph of the Petersen graph [27, p. 2], the icosahedron [27, Prop. 1.1.4] andthe second subconstituent graph of the Hoffman-Singleton graph (i.e., the Mooregraph of valency seven). Next, there is only one feasible intersection array ofdistance-regular covers of ��� : � �#�"! � � � � �� ���� � . Biggs [15], cf. Brouwer et al.
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 [28, p. 386], mentioned that this parameter set is realized by the Klein graph,i.e., the dual of the famous Klein map on a surface of genus 3. Further, inBrouwer et al. [27, p. 386], it is mentioned that there is only one such graph, soit must be the one coming from Mathon’s construction. We give our own proofof this uniqueness in the following section as the part of the treatment of locallycyclic graphs, since it gives us an idea (see Figure 3.4(a) how to study largerlocally cyclic distance-regular graphs with A �   .� � � ������� ��� ���<��� � ������$�%��
 Let � be a graph which is locally a cycle of length�
 . Then this is a�
 -regulargraph with �   , and it defines an imbedding in a surface. Let � � be thecrosscap number � � � � if the surface is nonorientable, and twice the genus � � ��otherwise. Euler’s formula, which relates the number of vertices & , the numberof edges � and the number of faces � of this embedding, gives us together with� & �   � � � � the following relation:
 & � � � � � & �� &  �
 � &� �   � � � � i � e � � &�� � � � � � � �� �� � � � �
 If���
 then � � � is equivalent to & � �   � � � � � � . Therefore� � � implies
 & � ! , � � �� ; � � ! implies & � �, � � � ; and
 � � � implies & � �   , � � �� .As � � �� in all three cases we must have the 1-skeleton of a Platonic solid withtriangles as faces, i.e., the graph � is the tetrahedron, the octahedron and theicosahedron for
 � � � , � � ! and� � � respectively, cf. [27, Prop. 1.1.4 and
 Prop. 1.1.5].For
 � � �an infinite example of � is a tiling of a plane by equilateral
 triangles. The above relation implies that in the finite case the orientable genusequals one. This suggests quotienting of the plane to a torus, and we obtain thisway a two parameter family of graphs which are locally a hexagon, see Figure3.2 and Figure 3.3(a). For general solution see Thomassen [138]. We will showthat there exist only two examples when we restrict to distance-regular graphs.Before we do that, let us make a few general remarks about locally cyclic graphs.
 Remarks: Let � be a distance-regular graph of diameter � , which is locally a�-cycle. Then:(i) A is a proper divisor of � � � ��� � , since the number of edges between the
 first and the second neighbourhood of a vertex is � � �� � � � � � A � , Ais less then
 �, and because of �   also greater than one.
 (ii) � � � � � � � � � ! , by [27, Corollary 5.2.2], since A �   implies an existenceof a quadrangle.
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 (iii) Let � be a vertex of � and a�
 -cycle � � ������� � � � be its local graph. Then) � � � ��6 ) � � � induces a path � � with
 � � � vertices. Since ��   , the paths� � and � � � have exactly one vertex in common, and thus
 ��   � � � .
 Therefore A � � � � � ��� � ��  � � � � . The paths � � ������� � � � guarantee anexistence of at least
 � � � ��!#� �   edges in ) � � � and thus   � � � � � !#� � � .
 Let � be a prime power congruent 1 (modulo 4). The Paley graph �������has the elements of the finite field � � ����� for vertices and two adjacent if theirdifference is a non-zero square. Note that � � is a square in
 �, so this graph is
 undirected. Furthermore, it is a strongly regular graph of valency� � ��� ��� � �   ,
 � ��� � ��� � ! and A � ��� � � � � ! . Seidel [119] showed that this graphs areuniquely determined with their parameters for � � � � .
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 Figure 3.2: The Paley graph � � � ��� . In order to get an embedding we identify the sides with the
 same type of arrows.
 3.2.1 LEMMA. The Shrikhande graph and the Paley graph � � � ��� are theonly distance-regular graphs which are locally a hexagon (the first one hasA �   and the second one has A � � ).Proof. Let � be a vertex of a distance-regular graph which is locally a hexagonand let the cycle � � ������� � � � be the local graph of � , see the darker shadedhexagon on Figure 3.3 (a). Then the above Remark (i) implies that A is eitherthree or two. As �   the edge � � � � � lies in two triangles: �� � � � � and& � � � � � � for some vertex & � of � , � � � ������� � � (where indices are taken modulosix, with representatives � ������� � � ). If A � � then
 � � A � � � implies, by [27,
 Thm. 1.5.5] and the fact that there is no double-cover of ��� , that diameter is twoand the parameters correspond to the Paley graph ��� � ��� . In the neighbourhoodof zero we find a hexagon � �"! ����� � � � � ! � � � .
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 It remains to consider the case A �   . Then the vertices & � ������� �(& � aredistinct. Furthermore,
 � � � , so there exist exactly three more vertices � � , �
 and � of ) � � � , and we can label them so that � � is a common neighbour of� � and � � for � � � �� ���� . Since the local graphs of � � and � � are hexagons,� � is adjacent to & � , & � � � & � and & � for � � � �� ���� . So far we already haveall the edges in the lighter shaded hexagon on Figure 3.3 (a).
 Now, & � has already one common neighbour with � � , therefore & � hasto be the other common neighbour for � � � ������� � � , the local graphs of � � and & �are hexagons as well, and we really obtained the Shrikhande graph, see Figure3.3.
 (b)(a)
 6v
 v3
 u6
 u2
 u3
 u4u5
 v1
 2v
 5
 u
 v
 4v
 u
 w w1 2
 2
 3w w3
 w
 w w1 1v
 5v
 v2
 v4
 w2
 2
 1
 Figure 3.3: The Shrikhande graph drawn on two ways: (a) on a torus, (b) with imbedded four-cube.
 The Shrikhande graph is not distance transitive, since some A -graphs, i.e.,the graphs induced by common neighbours of two vertices at distance two, are� (e.g., for a pair � � , � � ) and some are  �� � � (e.g., for a pair � � , � � ). Asimilar approach works also when we study graphs which are locally a heptagon.
 3.2.2 LEMMA. The Klein graph is the unique distance-regular graph whichis locally a heptagon. In particular, it is a unique distance-regular cover of � � .
 Proof. Suppose that � is a distance-regular graph which is locally a heptagon.Then, by the above Remark (i), A is either two or four. If A � ! then Remark(iii) implies   � � , however, this is not possible, since � has an odd valencyand would have an odd number of vertices (1+7+7) as well. Therefore A �   .
 Let � be a vertex of � with a heptagon � � ������� � � � as its local graph,and its second neighbourhood & � ������� �(& � � � � ������� � � � . Since �   , we canassume that & � is adjacent to both ends of the edge � � � � � $ , for � � � ������� ��� ,where indices are taken modulo seven, with representatives � ������� ��� . Vertices
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 � � and � � are at distance 2 and must have beside � exactly one more commonneighbour, which can be without loss of generality � ��� , for � ��� ������� ��� , seeFigure 3.4(a).
 Since the neighbourhood of � � induces a heptagon, and & � , � � � , � , � � � ,& � $ is a path in this neighbourhood, the vertices � � and � � � are adjacent,for � � � ������� ��� , (see the smallest bold heptagon on Figure 3.4.(b)). Further,since ) � � � � � � 6 ) � ��� � � � � � � � � � � � � , vertices & � $ and � � � are adjacent,for � � � ������� ��� . Now, there is already a path of length six in the neighbourhoodof � � , so also vertices & � and � � are adjacent, for � � � ������� � .
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 Figure 3.4: (a) (b) The distance-regular cover of � � minus a fibre
 The neighbourhood of � � contains paths � � , � � � , & � and & � $ , � � � ,� � � , therefore vertices & � and & � $ are adjacent, for � � � ������� � (this givesus the third bold cycle on Figure 3.4(b)).
 Finally, all the vertices & � ������� �(& � � � � ������� � � � have already a path of lengthsix in their neighbourhood, so � has only two more vertices & and � and theirfirst neighbourhoods are & � ������� �(& � and � � ������� � � � respectively.
 If � is a distance-regular cover of � � , then � � �� ��� �� is the only feasibleparameter set and a local graph is a union of cycles. Since A �   , there are nofour-cycles in the local graph and � must be locally a heptagon.
 The graph � is antipodal with antipodal classes ��� �(& � � � and ��� � �(& � � � � �for ��� � ������� ��� (see Figure 3.4, where each vertex from the missing fibre��� �(& � ��� should be joined to all the vertices of its own bold heptagon). Thisgraph is not distance transitive, for the same reason as the Shrikhande graph.
 There is no feasible parameter set for a distance-regular cover of � � or� � � with ��   , however inspired by the Shrikhande graph we searched also for
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 distance-regular graphs which are locally an octagon or a decagon, and obtainedas an immediate consequence of the above Remark (ii) and [27, Ch. 14] thefollowing result. There is no distance-regular graph which is locally an octagonor decagon. Furthermore, there is no distance-regular graph which is locallya nine-gon. The second result has been proved by first using Remark (ii) andBrouwer et al. [27, Ch. 14] to show that the graph must be a distance-regularcover of � � � , and then start with setting similar as on Figure 3.4(a). Theimportant step was to show that antipodal classes must lie on axis of symmetryof the regular nine-gon.
 We conclude this section by mentioning that the distance-regular coverscoming from Mathon’s construction are locally a
 �-cycle when
 �is a prime
 (e.g., (12,2,2), (14,2,2), (18,2,2)).
 � � � � ����� � ���9�8�@%��"���"��� �7�?������ ����
 Let � � � � , be a � -class association scheme. Brouwer [24] derived from a new association scheme � � � � � with two classes by merging its classes:� � � - � � � � � and � � - � � . Then � is an association scheme if and onlyif � � ��� � � ��� � � �
 � �
 �, i.e.,
 4 � � � � � �  =4 � � � � �04 � � � �:4 � � �� ����  =4 � �� ����04 �� �� �4 � � � ��� 4 � � � � 4 � �� ���� 4 �� �� and 4 � � � �:4 �� �� �
 By Lemma 2.3.1(c), the sum of entries in the � -th row of the matrix � � , definedby ��� � � � �   � 4�� �   � � � , equals
 � � . Now, the left-hand side of the first two equationsequals to the sum of the entries of the first two rows of � � minus one, and thethe right-hand side of the first two equations equals to the sum of entries of thefirst two rows of � minus one. Therefore the first two of the above conditionsare equivalent. similarly, by considering the third rows of matrices � � and � ,we derive that also the last two conditions are equivalent. Hence we need tocheck only one of the above conditions.
 If � � is the � -th distance matrix of an antipodal distance-regular graph ofdiameter three, then � � � determines a nontrivial strongly regular graph � onlywhen we merge � � and � and 4 � � � �:4 ����� , i.e.,   � � � �   �   �   � � � (by Lemma 2.3.1). The last equality is equivalent to & � � � � � � � ��� ��� � �and it implies that for ��- � � � � and � - � � � � intersection array of is� � � � �#� � � � � � � � � � � � � � � ��� and of � is � ��� � � � � � � � � � � � � ��� . (Instead ofusing Lemma 2.3.1 we can obtain 4 ����� �
 � � from Figure 3.1 of an antipodaldistance-regular graph of diameter three, so that by 4 � � � � � ��� � � 4 � �� �� �
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 � � � � ��� � � � � � � we immediately get & � ��� � � � � ��� � � � � .) Graphswith the same parameter set as were characterized by Brouwer [24] [27,Prop. 12.5.2]:
 3.3.1 THEOREM (Brouwer). Let � � ��� � be a generalized quadrangle oforder � � � � � , (where � � � ) with a spread � . Then the point graph of � � ���  �� � is distance-regular, of diameter three and with intersection array� � � � �#� � � � � � � � � � � � � � � ��� , i.e., an antipodal � � � � � -cover of the complete graph� �   � . More generally, given a strongly regular graph � with intersectionarray � ��� � � � � � ��� � � � � � ��� such that a partition � of its vertices into � � �� � -cliques exists, we obtain a distance-regular graph of diameter three withintersection array as given above, by deleting the edges with both ends in thesame member of � . Conversely, any graph with these parameters arises thisway.
 Note that the above discussion is actually a proof of the converse. In thiscase “unmerging” (or splitting) is deleting the edges of � � � � � -cliques in �whose vertex sets partition
 � ��� � .The generalized quadrangles which are known to have spreads have orders
 ����� � � , � � ����� , ��������� , ������� � , ��� � � ��� � � � for all � and ��� � � ��� � � � for even � .
 Now we return to our list of feasible parameters. There are two possibleparameter sets for distance-regular covers of � � . A cover with parameters� �����#� � � is equivalent to the unique projective plane � � �� �� � � , see Brouwer etal. [27, p. 40] or Koolen [96, Thm. 7.33.]. So it remains to consider coverswith parameters � ����������� . In 1982 Biggs [15] pointed out that this was stillan open question. Cameron, Goethals and Seidel [46, Thm. 7.9] have provedthat any strongly regular graph with the same parameters as the point graph of� ������� � must be a point graph of a generalized quadrangle. Furthermore, itis known that there is a unique generalized quadrangle ���� ��"!#� , see Payne andThas [113, p. 123] or Brouwer et al. [27, Thm. 1.15.2]. Therefore Brouwer’sTheorem 3.3.1 implies that covers � ����������� are equivalent to spreads of thegeneralized quadrangle � �� ��"!#� . Brouwer and Wilbrink [34] (cf. Cameron,Hughes and Pasini [47], in the solution of Lemma 3.18) have used orthogonalgeometries (see Batten [11], Cameron [39], Higman [84], Hirschfeld [85], [86],Hirschfeld and Thas [87], Van Lint and Wilson [101]) to prove the following:
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 3.3.2 THEOREM (Brouwer and Wilbrink). There are, up to isomorphism,two distinct spreads in the generalized quadrangle ���� ��"!#� .
 Additionally, they have explained the relation between the two spreads of� �� ��"!#� in the dual by describing an operation, which applies to a planar ovoidin the unitary generalized quadrangle � ��� ����� , and produces a non-planarovoid. An ovoid is a set of points, no two collinear, which intersects all the lines(i.e., the dual of a spread).
 Since this is the first time that we have two covers for the same parameterset, we have decided to investigate this situation more carefully. The drivingidea has been to see if the above operation can be ‘modified’ or generalized tosome other situation or to determine when covers occur in ‘twin pairs’. So firstwe have not been able to resist a temptation to try to find a more elementary wayof constructing the above twin covers. Our attempt has been successful and wehave used only the following observation:
 Let us take � copies of a graph , say �� � � ������� � �� �   and leta vertex & � of � corresponds to a vertex & of . Now, let us choosefor each vertex � of a graph � a subset ��� � � of vertices of andjoin � with & � for each � and & � ��� � � . Then only our labeling of theobtained graph distinguishes the � copies of .
 We will construct distance-regular covers with parameters � ����������� thesame way we have constructed the Shrikhande graph and the Klein graph. First,we will label all the 27 vertices of such a cover, and then we will continue bymaking the list of their adjacencies (starting with empty list and adding a fewentries at each step). When we say that the corresponding vertices of somesubgraphs have the same neighbours, we mean that our labeling of the verticesand edges, which has been recorded so far, has this property (this will be evidentfrom Table 3.2). As the above subgraphs will have only one or two vertices, itwill be easy to find out which vertices correspond to which vertices.
 Proof. Let � be a distance-regular cover with parameters � ����������� .Step 1: Let �   ��� � � � be an antipodal class of � and let us denote by � � ������� � � �the neighbours of � , so that � � � � , � � � $ , � � � � � and � � � � � for� �   ��� � � . Since   � � �� � � , these are the only edges in ) ��� � , � �   ��� � � .Note the following properties of � :
 (1) Each vertex lies in exactly four triangles that have pairwise no commonedges (i.e.,
 � � �and   � � �� � � ). This means that we know the graph
 locally.
 (2) Two vertices at distance two have three common neighbours

Page 48
						

5 � # � 2I 1 � '(,98:�-,<;=%=� 1 �>'?! @ ,.�.2>!G� &D , '?! /0+ �I,I&,>;=� 17+ D
 (i.e., � � �� � � ).(3) There are no antipodal vertices in any neighbourhood. So let � � � � � �
 � � ������� � � � be such integers that � � � �  �� � � � � is an antipodal class, when� � �   � ��� � �   ��� � � � . Then (1) and (2) imply that � � is adjacent to exactlyone vertex of each pair of adjacent vertices in ) � �#�   ��� � � , and   � isadjacent to the remaining vertices of these three pairs (cf. the definition ofthe generalized quadrangle).
 So far we have recorded 36 edges and the vertices   , � , � already satisfy thecondition (1). All the other vertices lie in exactly one triangle. From here on wewill record our construction in Table 3.2, so that it will be easier for the readerto follow the construction. Each step will be marked in the table.Step 2: Without loss of generality we can choose �   � ��� � � � � � to be an antipodalclass. Since the vertices � ��� � and � � have the same neighbours, for � � ������"! and � � �   ��� � � � , we take by (3) that   � � � $ ��� � ��� � ; � � � � $ � � � � � � ;��� �   $ �   � �   � . It implies, again by (3) that:   � � � � � � � � � ; � � �   �  �� �   � ;� � � � ��� � ��� � .
 Now we consider two cases:
 Case 1: dist ' �   ��� � � � . Step 3: By dist ' �   ��� � � �   and (2), we have  � ��$ � � � � � � . So   , � , � are antipodal. Because of symmetry among  , � , � , we get similarly   � � ��� � ��� � ; � �  #$��   � �   � � � � � � � � � and � �  �   � �   � ��� $ ��� � ��� � as well.
 Step 4: Note that for � � �   ��� � � � the corresponding vertices of the three edges��� ��� � � � � � , � �  ������"! , have the same neighbours, therefore we can choosevertices   , � , � to be antipodal without loss of generality. Since for ���   ��� � �the corresponding vertices of the two edges ��� � � � � � and ��� � � � � � have the sameneighbours, by (2) and by   � � �� � � we take   � � � ��� � � � � � � � ; � �   � �   � .By (3) it follows that � � � � � � � and � �   � �   � ��� � ��� � .Step 5: Now we use (1) for   � ,   ,   to get � � � � � � ��� � � $ ; � � � ��� � � $ � � � ;� � � � � respectively. As there is still a symmetry among   , � and � , we alsohave   � � � � �   � � � $ ;   $ � � � �  �� � � � ;   � � � � and � � �   � � � � �   $ ;� $ �   � � ��� �   � ; � � �   � . Therefore �   � ��� � � � � � and �   � ��� � � � � � areantipodal classes and (1) holds for all their vertices.
 Step 6: Each of the vertices � $ , � � , � � , for � � �   ��� � � � , has to lie in exactlyone more triangle, therefore we need three more triangles. The condition  � � � � � � implies that the only possible triangles are the triangles �   � ��� � � � � � ,where � � � � � � � is an even permutation of � � � � �"!#� , and the triangles �   � ��� � � � � � ,where � � ! � � � � . (This is equivalent to the fact that there are exactly twomutually orthogonal Latin squares of size three and also that � � is a self
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 complementary graph.) These three triangles have to be disjoint, thus we eithertake the first set of triangles, in this case the vertices of the triangles of thesecond set determine the remaining antipodal classes, or the other way around.
 The two obtained graphs are regular, antipodal, have diameter three andsatisfy the condition (1). By Godsil and Hensel [68, Lemma 3.1], it remainsto check if � � � . These two graphs can be completed to the same graphof diameter two by joining the vertices in each antipodal class. Let us denotethis graph by , then because of (2) we only have to prove that � �� �� � .By (1) each vertex of lies in exactly five triangles therefore � �� � � � . If� � � �� � , then �5) � � � �#� �
 , �5) � � � ��� ��
 and � � �� � � � �� � � � �   ���� ��� �.
 By counting the edges between ) � � � and ) � � � we conclude that � �� � � � .(Thus is a strongly regular graph with parameters � �� � � � � ��� � and hence,by Cameron, Goethals and Seidel [46], it is the point graph of the generalizedquadrangle � �� ��"!#� .)
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 Table 3.2: The distance-regular covers of ���
 Case 2: For all � �   � �   ��� � � � such that dist ' ��� � �   � � � � , we havedist ' ��� �   � � � . In this case we get a contradiction, by the same approachas in the first case. For the sake of completeness we shall consider this case indetail too.
 Step 3: Without loss of generality we choose �   ��� � � $ � to be an antipodalclass. By (3) and   � � � � � � we have   ��� ��� � ��� � � � � � � � � � and then also� � � � � � � ; ��$ � � � ��� � . By observing that the corresponding vertices of theedges �   �  �$ � , �   � �   � � , �   � �   � � have the same neighbours, and by (1) for��� , � $ , we also take � �   �  �� �   � , thus by (3) � $ �   $ �   � �   � . Therefore) ��� �<6#) �   �
 � �   $ �   � �  �� � .(a) If dist ' ��� �   � � � � then � � ) ��� �<6�) �   � � (for   � see paths through� and for � see paths through � � or   ). Step 4: Since the correspondingvertices of the edges �   �   $ � , �   � �   � � ; ��� � ��� � � , ��� � ����� � ; � � � � � � � , � � � � � � � )have the same neighbours, and by (2), (3) we get � � � � � � � � � �   $ �   � ;
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 � � � $ ����� ��� � �   �   � ;   � � � � � � � ��� � ��� � . Step 5: Now because of (1) for  � and since the corresponding vertices of the edges ��� � ��� � � and ��� � ��� � �have the same neighbours, we take � � � � � and � � � � � . But then (1) for   �yields � � � � � , so we get two triangles on the edge � � � � � � � . Contradiction!
 (b) Because the corresponding vertices of the edges �   �   $ � and �  ����   � � havethe same neighbours, it remains to consider the case when dist ' ��� �   $ � �� . Step 4: As the corresponding vertices of the edges � � � � � � � , � � � � � � � havethe same neighbours, by the assumption of Case 2, we take � � � ) ��� ��6) �   $ � . Now, the corresponding vertices of the edges ��� � ��� � � , ��� � ����� �have the same neighbours, so by (2) and (3) we get � � � � � � � � �   � �   � ;  $ ��� $ ��� � ����� � � � ; � � �   � �   � ��� � ��� � . Step 5: Finally (1) for � and � �implies � �   � ;   � � � � and   � � � ;   � � � � respectively. But thendist ' �   � � � � � �   (since � is a common neighbour of them) and thus   �has no antipodal vertices in ) � � � . Contradiction!
 After this construction a quote of Peter Cameron [39, pp. 117-118] is appropri-ate:
 “As a general principle, a good construction of an object leads to aproof of its uniqueness (by showing that it must be constructed thisway), thence to a calculation of its automorphism group (since theobject is uniquely built around a starting configuration, and so anyisomorphism between such starting configurations extends uniquelyto an automorphism), and gives on the way a subgroup of the auto-morphism group (consisting of the automorphism group of the startingconfiguration).”
 We will not try to determine the full automorphism group of the twin covers.As Brouwer’s and Wilbrink’s construction suggests their automorphism groupsare related to projective geometries, our combinatorial setting is probably notappropriate for such a task. But we can still make a meaningful use of theobvious symmetry among   , � and � which leads us to the following section.
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 If a group of automorphisms of an � -cover � which fixes each fibre, is cyclicof order � , then we call � a cyclic cover. Let � be a cyclic cover of a completegraph � � with parameters � & � � � � � . Then we can describe � by orientingthe edges of ��� and labeling them, for example by using a function � , withthe elements of � � �� �������� ��� *
 � � . So let vertices of � be �9& � � � ������� � �9& � � � , for
 � � � ������� � � . For a directed edge � � �(& � (with & as its head) of � � labeled by� � � �(& � in the corresponding fibres precisely the vertices � � � � and �9& � � ��� � � � �are adjacent for � � � ������� � � (where indices are taken modulo � with � �� �������� � �as representatives).
 We can assume without loss of generality that all the edges incident withsome fixed vertex, � say, are labeled by zero. Sometimes a graph induced by) �"� � � � � is determined up to isomorphism by parameters of � . For example,for   � � �� � � it is a perfect matching. In this case we label by zero also theedges of a perfect matching of � �   ��� � . The edges of � that are not incidentwith vertices � � � � ������� � � * and do not have both ends in the set ) �"� � � � � forsome � , connect vertices from different ) �"� � � � � , so the remaining edges of ���have nonzero labels. If furthermore � � � , there is only one label (numberone). Thus in this case the covering graph � can already be described by someorientation of � � � � with a perfect matching deleted.
 3.4.1 LEMMA. Let � be a distance-regular cover of � � . Then   � ��� and�� � implies & � � or � .
 Proof. Let � be a distance-regular cover of � � with   � ��� and � � � . Then� � � & � ��� �   and & must be odd. Using Krein condition (
 � � & � � )we get � � & . We also have   � ��& � � , so & � � �����#� � � . By Godsil andHensel [68, Theorem 3.4(a)], & � � is impossible too. Therefore & � � and� & � � � � � � � ������� � � or & ��� and � & � � � � � � � ����������� .
 We will show that a unique cyclic distance-regular three-fold cover of � �exists and we will construct it. Let
 Kbe the directed complete graph � � minus a
 matching which determines such a cover. The condition   � � � � � � is equivalentto the fact that each vertex of
 Klies in exactly three cyclically oriented triangles
 with no common edges. SinceK
 is 6-regular this eight triangles partition theedges of
 K. Now we put back the ‘ninth’ vertex � and all four triangles incident
 with it (actually we observeK
 embedded in � � ). We orient these four trianglescyclically. We now have nine vertices (
 � � � ), twelve cyclically orientedtriangles ( , � �   ), each vertex lies in four cyclically oriented triangles ( � ��! ),
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 each triangle has three vertices ( � � � ) and finally because of  �� � � ��� �each edge lies in exactly one cyclically oriented triangle ( � � � ). Thereforethe incidence structure of vertices as points and triangles as lines is an affineplane � � �� ������ . But an affine plane of order three is unique, so it remains tocyclically orient these triangles. There is a unique way to do this. Without lossof generality we choose � � �"! ����� as the orientation of the triangle �9& � �(& $ �(& � �(see Figure 3.5). Because of   � � � for the edges in the fibre �9&�� �(& � we alsoget �� ������ � � and analogously �� ������ � � and � � � � ��� � . Now because of   � � �for the edges in the fibre �9& � �(&�� � we have �� ����#�"!#� and analogously � � � � ����� ,�������#����� and � ! � � � � � .
 Figure 3.5: The cyclic cover with parameters � ����������� .
 Remarks: As we know there are two kinds of spreads in the generalizedquadrangle � �� ��"!#� , and we can always change one kind of spread to the otherkind just by substituting three triangles. So if we substitute the edges of anycyclically oriented triangle with directed loops with label one at its vertices,we get the other distance-regular cover � ����������� . Using the software packageGraphs and Groups by Kocay [95], it was verified that the cyclic cover isdistance transitive, and the other one is not.
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 This section is the culmination of the chapter. We will succeed in interpretingthe relation between the twin covers of � � in a way different from Brouwerand Wilbrink, and will generalize it to a switching on a regular spread (definedbelow) of any � � � � �"� . For example, all known generalized quadrangles� ����� � ��� � � � derived from generalized quadrangles � ��������� with a regularpoint have such spreads.
 Let � � ��� � � � be an incidence structure, where the elements of � and� are called points and lines respectively (lines are considered as subsets ofpoints). For � � � we define a star of � , denoted by � � , to be the set of pointscollinear with � . similarly for � � � we define � � - � 6 � � � � � � ��� . In ageneralized quadrangle ��� ��� � � we have � � � �   � � � � � � � or � � � dependingon whether � and   are collinear or not. For noncollinear points � and   , theset � � �   � � � is called a hyperbolic line on � and   and has cardinality at most� � � . The point � is regular if the set � � �   � � � has size � � � for each   �� �(i.e., if � � � and all the hyperbolic lines on � have size � � � ). A regular spreadis a spread ) such that for each line � � ) , for any two points � and   on � andfor each line � on � , there is a line � � on   so that � and � � intersect the sameelements of ) .
 Payne [109] [113, p. 38, p. 58] used a generalized quadrangle � of order��������� with a regular point � to construct a generalized quadrangle � ������� ��� �� � with a spread, denoted by � � � � � � . In [112] he showed further that the spreadof ��� � � � � is a regular spread, and that starting with a generalized quadrangle� ��� � � ��� � � � with a regular spread, we can construct a generalized quadrangle� ��������� with a regular point. Therefore these two objects are equivalent. Foryet another approach see De Soete and Thas [124].
 3.5.1 CONSTRUCTION (Payne). Let � be a regular point of a generalizedquadrangle � ��������� with the point set � and the line set � . Then the set ofpoints �   � � together with all the hyperbolic lines on � and the lines of � not on� with the points of � � delete, form a generalized quadrangle ����� � � ��� � � � .The set of hyperbolic lines on � is a regular spread of this generalized quad-rangle. Conversely, starting with a regular spread of a generalized quadrangle� ��� � � ��� � � � the same generalized quadrangle � ��������� with a regularpoint can be reconstructed. Therefore a generalized quadrangle �����#����� witha regular point is equivalent to a generalized quadrangle ����� � � ��� � � � witha regular spread.
 In [110] or [113, p. 48] Payne has shown further that all known infinite
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 families of generalized quadrangles � ����� � ��� � � � are special cases of thegeneral construction ��� � � � � .
 The last part of the above proof, which is dealing with general ��� ��� � �containing a regular spread, is due to the author, and its conclusion is summarizedin the following lemma.Proof. Suppose that ��� � � � is a generalized quadrangle �����#����� with � as aregular point. Let �
 � - � �   � � , and let ��consist of all the hyperbolic lines on
 � and all the lines of � which are not on � with the points of the star � � deleted.We omit the proof that ��� � � � � � is a generalized quadrangle ����� � � ��� � � �and the hyperbolic lines on � form a spread ) of it (see Payne and Thas [113,p. 48]), and continue with our own proof of the rest of the statement. Letus prove that ) is a regular spread. Let � � � intersect the hyperbolic lines� � ������� � � � on � and the star �� in the points � � ������� � � � and   respectively. Then  � ��� � � � � � for each � , and therefore, by the definition of a hyperbolic line,the star   � contains all the points on the lines � � ������� � � � . Thus the lines of �
 �which correspond to the lines on   are the ones we were looking for.
 Conversely, suppose that ��� � � � � � is a generalized quadrangle � � � � �"�minus a regular spread ) (note that this time �
 �does not contain lines of ) ).
 Identify the points of ��which are on the same line of ) , and identify the lines
 of ��
 which intersect the same elements of ) . This way ��� � � points and� � � ��� � � � � ��� � � lines are obtained. Each line has � � � points, there are �lines on each point and any two points determine a unique line. Hence, this is a2-design with parameters �9& � � � ��� � � � � � � � � � � � � . Let us set � � � � � and� � � � � to obtain an affine plane of order � . Let �
 � �be the set of lines of this
 affine plane together with a new point � , and let �� �
 be the family of parallelclasses (considered as sets of lines of the affine plane) extended with the point� . Finally, let �
 � � �be the set of lines �
 �where we extend each line with its
 class (a corresponding line of the affine plane). Now, we can easily show that��� � / � � � � � � � / � � � � � is a generalized quadrangle �����#����� with � as a regularpoint.
 Let ��� � � � be a generalized quadrangle with a spread )�� � . Then wedefine a new incidence structure, called the quotient of ��� � � � over ) , by takingfor the points the lines of ) , and for the lines the lines of �  �) in which wesubstitute each point with the line of ) through it. Alternatively, we can deletethe lines of ) , identify the points of � which were on the same line of ) , andthen identify the lines with the same points.
 3.5.2 LEMMA. A generalized quadrangle ��� ��� � � with � � � quotients overa regular spread to a 2-design with parameters � ����� � � � � � � � � .

Page 55
						

5 � E � � �9��� � �-�������� � �7� ��� � � � � � � � � F 5
 We can rephrase this result in graph theory language: the incidence graphof a generalized quadrangle minus a regular spread covers the incidence graphof a 2-design.
 Here is now our main result of the Chapter.
 3.5.3 THEOREM. If a regular spread of a generalized quadrangle ��� ��� � � ,� � � , exists, then a spread which is not a regular one also exists.
 Proof. Choose any line � of ��� ��� � � and let � � ������� � ��� � be the lines of theregular spread whose union � contains � . By the definition of a regular spreadthere exists for each point 4 � of � �   � a line � � which is also contained in the union� . Lines � , � � ������� � � � are disjoint by the definition of a generalized quadrangle,therefore these � � � lines partition � . The spread obtained from the regularspread by switching (substituting) the first set of � � � lines by the second oneis again a spread, but it is clearly not a regular one. For, let � be a line on � � 6 �distinct from � � and � . So � � 6 � � � � . Let �
 �be the line on 4 � which intersects
 the same elements of the regular spread. Then after the switching the lines �and �
 �do not intersect the same elements of the new spread.
 We have already seen that generalized quadrangles � ��� � � ��� � � � haveregular spreads. Another infinite family of examples will be shown after weconsider some small examples.
 The above result implies that there is up to isomorphism a unique regularspread of the generalized quadrangle ���� ��"!#� , which comes from a regularpoint in ����������� . Hence the two kinds of spreads of � �� ��"!#� are related bythis switching (cf. the remark after the construction of the cyclic cover withparameters � ����������� ).
 There is another small example. A generalized quadrangle � � ! �"!#� isisomorphic to the orthogonal generalized quadrangle � ! �"!#� , which is self dualby Payne and Thas [113, Proposition 3.2.1], and its dual is known also as thesymplectic generalized quadrangle � � !#� , see Payne and Thas [113, p. 129]. ByPayne and Thas [113, Propositions 3.3.1(i), 3.4.1], the symplectic generalizedquadrangle ��� !#� has regular points, and spreads which induce spreads in thegeneralized quadrangle ����������� coming from Payne’s construction 3.5.1, cf.Payne and Thas [113, Proposition 3.4.3]. A generalized quadrangle ����������� is,by Payne and Thas [113, Propositions 3.2.6 and 6.2.4] and by the uniqueness ofthe generalized quadrangle � � ! �"!#� , isomorphic to ��� ��� !#� � � � , for a regularpoint � , therefore it comes from the Payne’s construction. This implies thatthe generalized quadrangle � ��������� has a regular spread, and therefore, byTheorem 3.5.3, there are at least two nonisomorphic covers with parameters� � � �"! �"!#� .
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 In [112] Payne actually determined all the spreads in the generalized quad-rangles � ��������� , ��� ! �"!#� and � � ������� . There are 4608 of the first, 120of the second and 24 of the third kind. The 4608 spreads were divided into360 ones coming from planar ovoids of � � ������� , 216 ones related to a regularspread by the above switching, and 4032 serendipitous spreads, constructed byJ. A. Thas (whose construction works in any � ��  * ��  * � ). Brouwer and Koolen(private communication, October 1993) have shown there are exactly five non-isomorphic spreads in � ��������� , with exactly one of them corresponding to aplanar ovoid in ��� ������� and exactly one serendipitous spread.
 Let ) be a spread in a generalized quadrangle ��� ��� � � such that the groupof automorphisms of the generalized quadrangle which fixes each component of) is cyclic of order ��� � . Then ) is called a cyclic spread. A cyclic spread ) isalways a regular spread, since for each line � �2) and for any two points � and  on � there is an automorphism which fixes each line of ) and maps � to   , sofor each line on � there is a corresponding line on   which intersects the sameelements of ) . We can apply the above switching to any cyclic distance-regularcover of a complete graph coming from a generalized quadrangle ��� ��� � � witha spread in order to obtain a non-isomorphic distance-regular graph with thesame intersection array. Since, by Godsil and Hensel [68, Thm. 9.2], in a cyclic� -cover of � � the index � has to divide & , in this case ����� has to divide� ��� � . Beside the generalized quadrangles with parameters ����� � ��� � � � theonly other candidates are the generalized quadrangles with parameters ������� � .Godsil [65, Lemma 6.1] has shown that for every prime power � there is ageneralized quadrangle ��������� � with a cyclic spread. In the same articleGodsil has mentioned a generalization of the construction of the cyclic coverwith parameters � ����������� . As the proof of this result has not been published, wepresent it here.
 3.5.4 THEOREM (Godsil). There is up to isomorphism a unique cyclic spreadin the dual of the unitary generalized quadrangle � ������� � .Proof. We will prove the dual statement. Let be a nondegenerate hermi-tian variety in � ��������� � . Then its points and lines form a unitary generalizedquadrangle ��������� � with parameters ��� ����� . Let � be an ovoid of this gen-eralized quadrangle. Then � � � � � � � . Since a line of � � ������� � contains� � � points, we can choose for distinct points � � and � of � the thirdpoint � � �   � � � � � � so that the points � � � � � � generate a plane � . Let� $ � �   � � � � � � � � . Suppose that � $ �� � . Then the identity is the only linearmapping of � � ������� � fixing the points � � � � � � and � $ . By Tits, see Cameron[39, Theorem 7.6.2], an automorphism of a classical generalized quadrangle,
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 which is not symplectic or orthogonal, extends to a semilinear mapping of theunderlying vector space. Therefore if the ovoid � is cyclic, then � � � , i.e.,� � � 6 . By Godsil [65, Lemma 6.1], plane ovoids (i.e., intersections of anondegenerate hermitian variety in � � ������� � with any non-degenerate plane)are cyclic ovoids.
 � � � $"���<� � � ��� � � �@� ����� ������ ����� ����� �@� �!�<� ��� ��� � � � � %7�=�<�
 A generalized quadrangle ����������� is either the orthogonal generalized quad-rangle �� ! ����� or its dual, the symplectic generalized quadrangle ������� , seePayne and Thas [113, p. 55]. The first one has no spreads and the second onedoes have them. In this section we prove that there is up to isomorphism aunique spread in the symplectic generalized quadrangle � ����� .
 In the generalized quadrangle ������� all points are regular, by Payne andThas [113, p. 51], so � � � ����� � � � is the generalized quadrangle � �� ��"!#� witha spread ) for a point � of ������� . Let ) � be any spread of the generalizedquadrangle ������� and let ) � � be the set of nonempty lines obtained from thelines of ) � by deleting the points of � � . Then ) � � is a spread in ��� ������� � � �disjoint from ) , see Payne and Thas [113, p. 58]. We have learned in theprevious section that ) is a regular spread, so no two lines of ) � � intersect thesame elements of ) . By the construction in Theorem 3.5.1 any spread ) � � of� � � ����� � � � with this property uniquely determines a spread in ������� . Hencethe spreads of ������� and the spreads of � � � ����� � � � , whose lines do not intersectthe same elements of the regular spread, are in one to one correspondence.
 3.6.1 THEOREM. There is up to isomorphism only one spread of the sym-plectic generalized quadrangle ������� .
 Proof. We start with the generalized quadrangle � �� ��"!#� minus the cyclicspread ) (we have shown after Lemma 3.4.1 that this object is unique) and wetry to find all possible spreads ) � � such that no two elements of ) � � intersectexactly the same elements of ) . Therefore the nine lines of ) � � project one-to-one into the lines of the affine plane ������ ������ . There are four parallel classes oflines in ������ ������ (all together twelve lines). Since the three lines of � � �� ������ ,which are not images of lines from ) � � , have to cover all the points of � � �� ������ ,they form a parallel class. There is an automorphism � of the directed � � �� ������which rotates it for � �   radians (see Figure 3.5), further there is an automorphism
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 which exchanges the pair of skew parallel classes with the horizontal and thevertical parallel classes (see Figure 3.6).
 τyw
 d z c
 a bx a
 b
 y
 c
 z
 d
 w x
 Figure 3.6: The automorphism � , which exchanges the vertical and the horizontalclasses with the skew ones.
 Therefore we can assume, without loss of generality, that ) � � projects to thevertical, to the horizontal and to one of the two skew parallel classes. Since )is a cyclic spread we can assume that ) � � contains the line �� ���� � � �
 �(this is only
 a convenient form to write two equations, and the top equation determines theline corresponding to the image under projection), see Figure 3.8, where in thetwo dimensional case the lines of the spread ) � � are presented in a different styleat different levels, – solid, � – dashed, � � – dotted.
 x= -1 x=0 x=1
 y=x-1
 1
 y=-1
 y= 0
 y=x+
 1y=
 y=x
 Figure 3.7: The automorphism � .
 Since the automorphism � preserves the sets of skew lines, see Figure 3.7,we can choose the line � � �� � �
 �to be an element of ) � � . This implies that the line � � �� � �
 �is an element of ) � � too. We now have two choices where to lift the line
 � �� : to the line � � � �� �� � ��
 or to the line � ��� �� �� � � ��.
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 y=x
 y=x+1
 y=1
 y=0
 y=-1
 x=-1 x=0 x=1
 -1y=x
 Figure 3.8: The unique spread of the generalized quadrangle ������� drawn in threeand two dimensions.
 Let us proceed with the first choice. Then ) � � must contain the lines � ��� �� ��� ��, �
 � �� � � � � �
 �, � � �� �� � �
 �, � � � � �� ���
 �, � � � � �� �� � � �
 �, and ) � � is uniquely deter-
 mined. Since the automorphism � maps the line � � �� ��� � ��
 to the line � � � �� � � ��� ��
 and preserves previously chosen lines for ) � � , the second choice renders anisomorphic spread ) � � .
 � � � �;� %��7� ������� � � �@� ����� ������ ����� ����� �@� �!�<�
 In this section we give an alternative proof, due to Brouwer and Wilbrink (privatecommunication, February 1993), of Theorem 3.6.1. We present an extendedversion of their proof, as the original version has only eight sentences. We willuse the following classical result which can be found, for example, in Hirschfeld[85], or Van Lint and Wilson [101].
 3.7.1 THEOREM. Any nondegenerate quadratic form ���� � ������� � � � � over� � ����� is projectively equivalent
 (i) for & even to
 � � ��� � � � � � � � � � � � $ � 13131 � � � � � � � �
 in which case the quadric contains ��� � � � � � ��� � � � points and themaximum projective dimension of a flat
 � � is & �   � � ;(ii) for & odd to
 �� ��� � ��� � � � � � � � 13131 � � � � � � � �
 or �� ��� ����� � � � � � � � 13131 � � � � � � � �04 ��� � � � � � � � �
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 where 4 ��� � � � � � � � is an irreducible quadratic form, and the quadric contains ��� � � �� ��� � � ����� � � ��� ��� � � � � ��� � � � points and the maximumprojective dimension of a flat
 �of is � & �   ��� � �   , with � ��� in the
 hyperbolic case and � � �� in the elliptic case.
 Quadratic forms equivalent to � , and � are called parabolic, hyperbolic,and elliptic respectively. It is worthwhile mentioning that all elliptic quadraticforms are projectively equivalent (i.e., we can choose 4 ��� �   ��� � � � ��  �   with ��� � for � even and � � ! � a nonsquare for � odd. The above result canbe quite easily derived from elementary facts, see the books by Cameron [39,p. 76], and by Van Lint and Wilson [101, Ch. 26]. For the following proof it iscrucial to remember that the intersection of a quadric with a flat
 �of � ��� & ��� �
 is a quadric in that flat.
 Second proof of Theorem 3.6.1 (Brouwer and Wilbrink): The dual statementwill be proved:
 There is a unique ovoid in the orthogonal generalized quadrangle � ! ����� .Brouwer calls this ovoid )�4 � ! ����� . Let ��� � be a nondegenerate quadratic formin � ��� ! ����� (cf. Van Lint and Wilson [101, Example 26.E]). Then its isotropicpoints and lines determine the orthogonal generalized quadrangle �� ! ����� . Let� , � and � respectively be the set of isotropic points (i.e., � � � � ), � � � � �and � � �� �� . As we know (see Van Lint and Wilson [101, p. 318]), a line � of� � � ! ����� can intersect the quadric � in four different ways:
 (1) � � 6 � � � ! ( � is an isotropic line), i.e., ��� � � � � � for distinct� � � � �� 6 � .
 (2) � � 6 � ���   ( � is a hyperbolic line), i.e., ��� � � � � �� for distinct� � � � �� 6 � , i.e., � � 6� � � � � � � 6� � .
 (3) � � 6 � � � � ( � is a tangent line), i.e., either(a) � � 6�� ��� � , i.e., �   � �   � ��� for distinct   � �   �� 6�� , or(b) � � 6�� � � � , i.e., � � � � � � ��� for distinct � � � � �� 6� .
 (4) � � 6 � � �� ( � is an elliptic line), i.e., � � 6� � �  � � � 6� � , i.e., �   � �   � ��for distinct   � �   �� 6� , i.e., � � � � � � �� for distinct � � � � �� 6� .
 Let � be an ovoid, i.e., the set of ten isotropic points, no two orthogonal andlet � be the plane spanned by distinct points � � , � and � of � . Then itis nondegenerate, since it contains more than two nonisotropic points and notall the points are isotropic (cf. Van Lint and Wilson [101, Example 26.3]).
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 Therefore � 6 � is a parabolic quadric of � and it consists of four isotropicpoints, say � � , � � , � and � that are pairwise orthogonal.
 Let us now prove that � � � � . Let � be some isotropic point orthogonal to� � . The space generated by � and � is not degenerate, i.e., � ���� , sinceotherwise the lines on � , � � and � would form a triangle in the generalizedquadrangle. Because contains the isotropic line � � � , it is a hyperbolic 3-space. This implies that isotropic points of form the generalized quadrangle� ����� � � , i.e., ! ! grid. The points � � � � � � � � � are pairwise nonorthogonal,so no two of them lie in the same column or row. Since the points on a verticalline through � � cannot be in � , � � must be.
 Let ) be a 3-space generated by the plane � and any point of �   � . Sincethe generalized quadrangle � ����� � � does not contain five pairwise noncollinearpoints, ) is not hyperbolic, and since the first neighbourhood of a vertex in thepoint graph of a generalized quadrangle � ��������� has at most four pairwisenoncollinear points, ) is not degenerate. Therefore ) is an elliptic 3-space (cf.Van Lint and Wilson [101, Example 26.5]). As a subspace � is degeneratewhenever � 6 � � �� � , i.e, whenever its orthogonal complement � � is degen-erate, the line � � is either hyperbolic or elliptic. It is not completely trivial(see Higman [84, p. 22]) to show that for any nonisotropic point � there exists alinear transformation preserving ��� � , which maps � to any other point & with��9& � � � � � . So the action of the group � � � � ������� on nonisotropic points hastwo orbits � and � , and the same is true for their orthogonal complements, i.e.,elliptic and hyperbolic hyperplanes. In the case when � � is a hyperbolic line,there exists a unique elliptic 3-space containing � . Since an elliptic quadric in� � ��������� has ten points, the ovoid � is the elliptic quadric of ) determined by� 6 � . In the case when � � is an elliptic line, there are two possibilities for) , and �   � is an independent set of size six in a bipartite subgraph on 6+6vertices (six vertices in each choice for ) ) of the point graph of the orthogonalgeneralized quadrangle �� ! ����� . The valency of this graph is at least four, sincethe set of ten isotropic points of ) intersects each isotropic line. Hence the set�   � must be one of the two bipartite halves. So the only ovoids are the ellipticquadrics of � � ��������� .
 � � � �����<�9��� ���
 While we determined geometric and locally cyclic covers with parameters� �� �"! �� �� , work on nongeometric covers is still not finished (cf. Haemers [73],Peeters [114]). For & � �� a few classical constructions or characterizations(Bondy in Biggs [15], Brouwer [24] (Thm. 3.3.1), Mathon [103], Thas-Somma
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 [127], [136]) are known, see Table 3.3. For most of these graphs we do notknow if they uniquely realize their parameters. Many infinite families of fea-sible parameter sets also exist, communicated to me by de Caen and Godsil.One has, for example, parameters ��    ��    � � � � �� �� and seems to be related todesign theory, while another one has parameters ��    ��    � � �� �� . For this one anew infinite family of covers was constructed quite recently and it was relatedto coding theory, see de Caen, Mathon and Moorhouse [38].
 We close this chapter by mentioning that the double-covers of � � � and� � � will be constructed in Section 5.5.
 & �   � � a cover � of � � � of �� � � � � does not exist ( � � (2,10)) �   �     Mathon’s construction [103]
 � �� � � � � � open ( � � (2,12)) ���!   � �
 equivalent to Paley graph � � ��� � � ��� � ���! � ! ! Mathon’s construction [103]
 � ���! �     Mathon’s construction [103]
 � �� �   � �
 [38], [127] and [136] �� �   � �
 unique two-graph �� � !   ! � (3,5)   spread, Thm. 3.3.1, [38]
 � �� � � !   � (5,3)   spread, Thm. 3.3.1
 � �� � �     OPEN �� � �   [38]
 � �� � � � � Mathon’s construction [103]
 � �� � � � � � (4,4)   unique spread, [103], Thm. 3.3.1
 �  � � � � � � equivalent to � � (2,16), Mathon’s construction [103]
 � �� �   � �
 Mathon’s construction [103] �� � ! ! ! Mathon’s construction [103]
 � �� � �     Mathon’s construction [103]
 � ���� !   � [74] ( � (3,6) does not exist [113, p. 124]) ��� � �   [66] ( � (6,3) does not exist [113]) ��� � � � � open ( � � (2,18)) �
 Table 3.3: List of distance-regular covers of complete graphs � � for & � � � ������� � ��� .
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 In this chapter we begin to study antipodal distance-regular graphs of diameter4 and 5. Their antipodal quotients are distance-regular by Theorem 2.4.2 andhave diameter two, i.e., they are strongly regular graphs. So we can regardthese graphs as distance-regular antipodal covers of strongly regular graphs.This study is a natural step following the previous chapter, where we have beeninvestigating antipodal distance-regular graphs of diameter three, i.e., distance-regular (antipodal) covers of complete graphs.
 In general there was not much known about antipodal distance-regulargraphs of diameter four and five when we started to work on this problem,with the exception of covers of complete bipartite graphs of course. It is quitedifficult to decide even which families of strongly regular graphs are moreinteresting than others. In Brouwer et al. [27, Ch. 14] a table of parametersof these graphs, which pass certain criteria, is given. We have determineda minimal set of such criteria and then study some of them in detail. Thishas motivated a parametrization of -polynomial covers of diameter four withtwo parameters. Terwilliger has shown that all � - and -polynomial antipodalgraphs of diameter at least five are already known. Further he proved that � - and -polynomial antipodal graphs are locally strongly regular. Inspired by this westudy local structure of distance-regular graphs and find that also in some othercases intersection parameters force a graph to be locally strongly regular. Fromthis we derive some new uniqueness and nonexistence results. In particular aquarter of possible � - and -polynomial antipodal graphs of diameter four andmany feasible intersection arrays from the above mentioned table are ruled out.
 In Section 4.1 we have established basic facts about strongly regular graphs.The intersection numbers and the dual intersection numbers (also called theKrein parameters) are essential when we study feasibility of an intersectionarray. The intersection numbers have to be integers and the dual intersection
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 numbers have to be, by Krein bounds, non-negative. This is the theme of Section4.2. In Section 4.3 we devote special attention to bipartite antipodal distance-regular graphs. In Section 4.4 we explain when we call an intersection array ofantipodal distance-regular graphs of diameter four and five feasible, and list allknown examples. Local structure of antipodal distance-regular graphs is studiedin Section 4.5. In the last section we present some infinite families of feasibleintersection arrays of antipodal distance-regular graphs of diameter 4 and 5 asfuture challenges.
 ��� ��� � ����� � � ������� �!�"� ���=�7$�%@�
 We have defined a strongly regular graph in Chapter 2 as distance-regular graphsof diameter two. Here we give more general definition. A graph is stronglyregular if it is a
 �-regular graph with the property that the number of common
 neighbours of two vertices � and & is either or A depending on whether �and & are adjacent or not. Some examples of these graphs are the quadrangle,the pentagon, the direct product of two triangles, the Petersen graph and Paleygraphs. Equivalently, a strongly regular graph is an association scheme withat most two classes. We will see that a connected regular graph is stronglyregular if and only if it has three eigenvalues. Let �  �� , A � � , and let� � � � �� � � � � �(A � be an intersection array of a strongly regular graph. Thenby Lemma 2.1.1(a) the number of its vertices is equal to
 & � � � � � � � � � � � � � A � � � � � � � � � � A � � Aand � & � � � �(A � are the parameters which are traditionally given for a stronglyregular graph. It can be easily seen that the complement of a strongly regulargraph with parameters � & � � � �(A � is also strongly regular and has parameters
 � & � � � � A � � � & �"& � � � � �"& �   � � A �  ��"& �   � � � �The only disconnected strongly regular graphs are the disjoint unions of anumber of isomorphic complete graphs; these are the only strongly regulargraphs with A �� . We will usually not consider covers of disconnected stronglyregular graphs nor their complements (these are the complete multipartite graphs�� ��� �� ), in which case
 max � ��  � � & � ��� �� � � �   and max � � ��  � � & �   � � A � � � � �Strongly regular graphs satisfying these inequalities will be called nontrivialstrongly regular graphs. The following result can be found in [27, Thm. 1.3.1].
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 4.1.1 PROPOSITION. A graph � on & vertices is strongly regular if andonly if its adjacency matrix � satisfies � � � � � � � A�� � � � � � � and� � � � � for some integers
 �, and A . Its eigenvalues are then
 ��� �
 withmultiplicity one and
 � � ��� � � �8A���� � � A � � ! � � �8A ��� �
 with multiplicities
 � � � � & ��� � � � �
 � � � � ��� � � �� � � � � �
 A���� � � � and ���� & � � � � � �They satisfy
 � � � � � � � � � .
 In the next section we study distance-regular antipodal covers of diameterfour, for which, by Theorem 2.4.4 (or 2.4.6), the eigenvalues with even indicesare also the eigenvalues of the antipodal quotient, which is a strongly regular.So we have
 � �
 �and
 � $ � � .In the case of strongly regular graphs with A � all the parameters can be
 determined from their eigenvalues:
 & � � �� � � � � � � � � �
 � � � � � � � �� � � ��� � � � �� � � � �
 � � � � � � � � � � A � � � � � �so we can use the eigenvalues for the classification of strongly regular graphs aswell.
 The nontrivial Krein bounds (corresponding to � and �$$ $ ) are:
 � � � ��� � � � � � � � A � � ��� � � and � � � ��� � � � � � � � A ��� ��� � �for an alternative form see Seidel [118], Brouwer and Van Lint [31]. Thenontrivial absolute bounds are:
 & � � ��� � � � � �   � � � �  �� and & � � � � � � � � �   � � �  ��where � � is one if the equality holds in the � -th of the above Krein bounds andzero otherwise.
 The following statement is a direct consequence of the fact that the se-quences � � � � and � � � � � are decreasing, and it is due to Godsil, Schade and theauthor [69].
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 4.1.2 PROPOSITION. Let � be a strongly regular graph with parameters� & � � � �(A � , i.e., intersection array � � � � � � � � � �(A � , and suppose that it hasa distance-regular antipodal � -cover . Then
 (i)� � � � � �
 �
 for diam �� � � � ,(ii)
 � ��� *�� � � � � * � ��� for diam �� � � ! .
 In the second case the bound is attained for the octagon, which is thedouble-cover of the quadrangle. There are no other such examples, so weconjecture that for
 � ��   the following holds:
 � ��� & � �  � � i � e � � � � � A � � � i � e � � � � �� � � � � �� �
 with only one parameter set attaining this bound, cf. Brouwer et al. [27,Thm 1.5.5] (and remember that � �� �� A � � ). For small parameter sets allpotential examples are ruled out by a single integrality condition: � � � � � � IN,where
 � � is the smallest new eigenvalue of the cover. This condition is nontrivialonly for �� , in which case it is equivalent to � ��� � ! � � IN, cf.Proposition 4.2.1, and we could use � to parametrize
 � � � � � � � ! .
 � � �<��� �=������� ���� $@�"��� ����� ���� �����@ � � ��� ���@� � �9�<����� ���7���7�In this section we determine all the intersection numbers of antipodal distance-regular graphs of diameter four and five, and Krein and absolute bounds indiameter four case. Theoretically we could determine all the intersection num-bers from the intersection array by using the recurrence relation mentioned atthe beginning of Chapter 2. However, calculations become messy quite soon,so it is more convenient to use Theorem 2.4.2 and Figures 4.1 and 4.3 for thispurpose.
 Throughout this section we will assume that is a distance-regular an-tipodal � -cover of a strongly regular graph � with parameters � & � � � �(A � andeigenvalues
 �� � �
 �� $ .
 We start with the case when the cover has diameter four. Then all itsparameters are determined by � � � � � �(A � or if you prefer by � � � � � � � �
 � $ � :
 � � � � � � � � � ��� � � A � � � � � � �(A � � � � � � � � � � �
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 Let us define for � � � � � �� ������"!�� the symmetric 4 by 4 matrix � � � � with its� � -entry being equal to 4 ��� � � � . Then:
 � � ���
 ���� �
 � � � � � �
 � � �
 ���� � � � � � �
 ��� � � �
 � � � � � � � � ��� � � � ��� � � ���
 ���� �
 � �� ����
 ��� A � �   � �
 � � �   ��� � � � ��� ���� � A � � ���
 � � � ��� �
 ���� �
 ������� �
 ��� � � ��
 � ��� � � � � � � � � � � �  �� � �
 ���� � ��� !#���
 ���
 � � � � � �  ��
 � �
 ���� �
 where � � � � � � � ,� � �
 � � � � A ,   �� �8A and � � � � � � � A � � .
 1
 3
 u
 S (u)
 S (u)
 S (u)
 S (u)3
 S (u)
 4
 S (u)4
 4
 4
 S (u)4
 S (u)2
 3S (u) S (u)
 3
 S (u)3
 S (u)
 Figure 4.1: A distance-regular graph of diameter four (the distance partition corre-sponding to an antipodal class).
 An immediate consequence of Theorem 2.4.6 is the following result (men-tioned already in Van Bon and Brouwer [17]).
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 4.2.1 PROPOSITION. Let be an antipodal distance-regular graph of di-ameter four. The two new eigenvalues
 � � and� of are the two roots of
 � � � � � � and they occur with multiplicity
 � ��� � � � � � � � &  � � � � � i � e � � � � � &�� � � � �
 ��
 �� � and � � &�� � � � � � � �
 Consequently, either � or � ! � is a square and these eigenvalues areintegral.
 Remark: This result immediately implies that the conference graphs (with theexception of the pentagon) and the lattice graphs (with the exception of thequadrangle) cannot have distance-regular antipodal covers of diameter four (seeGodsil, Jurisic and Schade [69, Corollaries 4.5 and 3.10]).
 By Theorem 2.4.6 we have�� � � � � �
 �� � � �
 � � $ and theseare all the eigenvalues of (with equality only if covers the completebipartite graph). The matrix of eigenvalues of , defined by ��� � � ��� & ��� � � �(Lemma 2.2.5), has the following form:
 ���� ��������� �
 � ��� � � � A �
 � � � � � � � � �� � � � � � � �� �
 � � � � � � �� � � � � � � � �
 � � � � � �
 � � $ � � � � $ � � � � $ � � � � � � � �
 ������ �
 After straightforward computation we find that there are only three nontrivialKrein bounds: � �� ��
 � , � $ $ � !#� � , and � ��� � !#� � . The first two comefrom the strongly regular graph � , and the last one translates to
 � � � � $ .
 Furthermore, we find that � � �� �� ��� � � !#� ��� � $ � !#� ��� ����� ��� � !#� ��� $#� !#� � ,and � �   if and only if � � � � � � ��� ��� ����� ��� � ����� ��� ����� � . All the other Kreinparameters are strictly positive. Recall [131], [27, Thm. 2.11.6], that a � -classassociation scheme is -polynomial if and only if the representation diagram� � for � ��� � being a minimal idempotent, is a path. The representationdiagram � � is the undirected graph with vertices � � ������� � , where we join twodistinct vertices � and � whenever � ��� � � � � � � � � � � �� . For ��� � and ��   weget the following graph:
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 Figure 4.2: The representation diagram � � .
 which implies:
 4.2.2 PROPOSITION. Let be an antipodal distance-regular graph of di-ameter four. Then
 � � � � $ . For � �   the equality holds if and only if is
 -polynomial.
 The equality case is a special case of a result of Terwilliger [133, Thm. 3].We will study further -polynomial antipodal distance-regular graphs of diam-eter four in Section 5.
 Based on the above information it is not difficult to determine all theabsolute bounds as well. Let � � � � !#� be one if � � � � !#� is zero and zero otherwise.Similarly, let � be one if � �   is zero and zero otherwise. Since � � � � ,� � � $ � & ��� and � � � � � &�� � � � � the absolute bounds reduce for
 � � �to the nontrivial absolute bounds of � and to the additional three inequalities:
 � � � � � & � � � � � i � e � � � � � � � � � �� � � � � & � � � � � $ � � � � � !#�"� � i � e � � � � � � � � � $ � � � � � !#� �
 & � � � � � � & � � � � � � � � � � �   � � $ � � � � !#� �
 In the case when the cover has diameter five the intersection array isdetermined by five parameters:
 � � � � � � � � � ��� � � � �(A � � � � �(A � � � � � � � � � � �and we have:
 ��� � � �
 ����� � �
 � � � A � � � � A   � � � � � � � � A � � � � � � �
 � ��� � � � � �
 ������ �
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 ���� ����
 �����A   �
 4 � �� �� � � � � � 4 ����� � � � � � � 4 �� �� � � � � �   � � �
 � � � � � A
 ������ �
 ������� �
 ����� �   A
 4 ����� 4 �� �� � � ��� � �   �4 ����� � � �  ��
 � � �  �� A
 ������ �
 ��� !#� �
 ����� � � ��
 � � � A � � � � �  ��   � � � A � � �  �� � �
 � � �  �� � �
 ������ �
 ��� �����
 ����� � �
 � � �  �� � � �
 ������ �
 where � � � , � � �� ��� � ,   �
 � ��� � � � � � � A ,   �� � A � � , � �
 � � � � A ,� � � � � � �
 � , 4 � � �   �   � � � A , 4 �
 � � � �   � 4 �����
 � �� ��� � �� � � , 4 �
 � �   � � � � ��4 ����� , and 4 � � ��� � �
 � � � � A �   � � � � ��4 ����� .
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 Figure 4.3: A distance-regular graph of diameter five (the distance partition corre-sponding to an antipodal class).
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 There are cases in which the existence of antipodal distance-regular graph andits antipodal quotient are equivalent. For an illustrative example we need onemore definition. A generalized Odd graph with diameter � (also called regularthin near ��  � � � � -gon) is a distance-regular graph � with diameter � such that  � � � � �   � �� � 13131 �   � � � � � � �� and   �#� �� � .
 4.3.1 PROPOSITION. If is a bipartite antipodal distance-regular graphwith odd diameter, then it is the bipartite double of its antipodal quotient � (i.e.,�
 � � ), which is a generalized Odd graph. Conversely, the bipartite doubleof a generalized Odd graph � is a bipartite distance-regular antipodal cover of� , with odd diameter.
 Proof. Let has diameter   � � � and index � . From the fact that   � �� ���  � � �� � � , it follows that � �   (see Gardiner [60] or [27, p. 142]). If weadd � �   to the assumptions of the statement we get the known result fromBrouwer et al. [27, Thm. 4.2.11]. The converse is also known, see Brouwer etal. [27, Thm. 1.11.1(vi)]. Therefore we omit the remainder of the proof.
 Biggs and Gardiner [16] have mentioned in the proof of Proposition 5.9(3)that a bipartite antipodal distance-regular graph of odd diameter must have indextwo, but nobody concluded that there is a natural bijection between bipartiteantipodal distance-regular graphs of odd diameter and their antipodal quotientsas implied by the above result (see Jurisic [92, Theorem 6.1]).
 The known examples are the Desargues graph as the bipartite double ofthe Petersen graph, the five-cube, the double Hoffman-Singleton, the doubleGewirtz, the double 77-graph (i.e., the bipartite double of the unique stronglyregular graph with intersection array �   � ��  � � �"!�� , see Brouwer [25]), and thedouble Higman-Sims.
 If a distance-regular antipodal cover with diameter four of a stronglyregular graph � with intersection array � � � � � � � � � �(A � is bipartite, then  �� � � implies
 � � A . It means that � is the complete multipartite graphwith � classes of size � , i.e., �  ��� �� , and   � �� � � implies � �   , i.e., � isthe complete bipartite graph � � � � . In this case is an incidence graph of aresolvable transversal design, cf. Theorem 6.3.1.
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 Schade and the author have used the properties of parameters of strongly regulargraphs mentioned in Section 1 to obtain a list of small intersection arraysof possible nontrivial strongly regular graphs. Then we used the followingconditions:
 (F1) the upper bound on valency implied by Proposition 4.1.2,
 (F2)   � � � �,
 (F3) the multiplicities of the new eigenvalues of the cover are integers,
 (F4) Krein conditions,
 (F5) absolute bounds,
 and in the case of diameter four also
 (F6) � � A ,
 (F7) if A �   , and��� � ����� , then � � � � � � (see Brouwer et al. [27, p. 6]),
 to obtain lists of small intersection arrays of possible antipodal distance-regulargraphs of diameter four and five, see Godsil, Jurisic and Schade [69]. Thefollowing are the only five intersection arrays in our list which were known notto exist.
 � � � �� � � �"! � � � � ����� � � � � � �� � �� � ��� � � � � � � � � � � � � ���� � �� � ���"! �� �� � � � ��  �"! � � � ������!#� �   � � � ��� � � � � � ����� � � ��  � � ���� � � � �"! ��� � � � � � � � � �"! ��� � � � �
 The first one should be a distance-regular antipodal cover of the comple-ment of the triangular graph � � � � . Van Bon and Brouwer [17] have shown thatsuch a graph has no distance-regular antipodal cover of diameter four (alterna-tively: such a graph would be locally Petersen graph, but for this parameter setthis is not possible by Hall [75], cf. Brouwer et al. [27, Thm. 1.16.5]). Thefourth one has
 � � � � � � � and A � � , so by Brouwer et al. [27, Thm. 4.4.11] itdoes not exist. The second and the third one should be distance-regular antipodalcovers of the Gewirtz graph, but the only distance-regular antipodal cover of thisgraph is its bipartite double with intersection array � �� � ��� � �� �� � � � ��  � � � ��� ���� ,see Brouwer et al. [27, Proposition 11.4.5]. The nonexistence of the fifth one

Page 73
						

F � F � ��� � � �� � � � � � ��� � � � �7���� � � � � � � � ���� �6�
 has been shown by Brouwer (private communication). Modulo these five inter-section arrays and Bagchi’s parameters our lists agree with the one of Brouwer,Cohen and Neumaier [27, pp. 417-418, 421-425]. We will call the intersectionarrays which satisfy the above conditions feasible intersection arrays of antipo-dal distance-regular graphs of diameter four and five. Corresponding to theprevious section we list only all known non-bipartite distance-regular antipodalcovers of strongly regular graphs.
 � � & � �A � � � &1 ! Folded 5-cube 16 5 0 2 ! Wells graph 2 32
 2 ! � � 6 � 15 6 1 3 ! 3 � Sym(6).2 3 45
 3 ! � � 7 � 21 10 3 6 ! 3 � Sym(7).2 3 63
 4 folded � (4,8) 35 16 6 8 ! Johnson graph � (4,8) 2 70
 5 ! truncated 3-Golay code 81 20 1 6 shortened 3-Golay code 3 243
 6 ! folded halved 8-cube 64 28 12 12 ! halved 8-cube 2 128
 7 ) � ) ��� � � � �"� 105 32 4 12 ) � Soicher graph � 3 315
 8 Zara graph (126,6,2) 126 45 12 18 3 ��� �� (3) 3 378
 9 ! ) (McLaughlin graph) [26] 162 56 10 24 ! Soicher graph 3 486
 10 hyperbolic pts. of � � (6,3) 378 117 36 36 3 ��� �� (3) 3 1134
 11 Suzuki graph 1781 416 100 96 Soicher [125] 3 5346
 12 306936 31671 3510 3240 3 � � � � $ 3
 Table 4.1: Non-bipartite antipodal distance-regular graphs of diameter four.
 The strongly regular graph on 81 vertices is unique by Brouwer andHaemers [37], and for the construction of its cover see Brouwer et al. [27,p. 365].
 The second subconstituent of the McLaughlin graph on 275 vertices isstrongly regular and it is uniquely determined by its intersection array, seeCameron, Goethals and Seidel [46]. Soicher [125] constructed a distance-transitive antipodal three-fold cover of it, and Brouwer [26] has proved thatit is uniquely determined by its intersection array. Soicher has shown furtherthat the second subconstituent of this graph is a distance-regular antipodalthree-fold cover of the second subconstituent of the second subconstituent ofthe McLaughlin graph. The third antipodal cover constructed by Soicher is
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 distance-transitive and its antipodal quotient is Suzuki graph. The other fivethree-fold covers can be obtained from Fisher groups, see Brouwer et al. [27,p. 397]. For their explicit constructions and their uniqueness see Brouwer etal. [27, pp. 397-400]. The two covers on 45 and 63 vertices are unique, seeBrouwer et al. [27, Theorem 13.2.1 and 13.2.3], and they are called the halvedFoster graph and the Conway-Smith graph respectively.
 The Wells graph was first constructed by Biggs and Gardiner [16], and forits uniqueness see Brouwer et al. [27, Thm. 9.2.9]. The remaining two double-covers are the Johnson graph ��� ! � � � and the halved eight-cube, whose unique-ness is well known, see Terwilliger [132] and Brouwer et al. [27, Thm. 9.2.7].However, note that the intersection arrays of the folded halved eight-cube andof the folded Johnson graph ��� ! � � � do not uniquely determine them; the blockgraph of any transversal design � K � ! � � � has the same parameters (but is notisomorphic) as the first graph, see Chapter 6, and there are at least 1853 noniso-morphic strongly regular graphs with the same parameters as the second graph,see Bussemaker, Mathon and Seidel [35] or [27].
 � � & � A � � � � &1 ! Petersen graph 10 3 0 1 ! Dodecahedron 2 1 20
 2 3-Golay code 243 22 1 2 short. ext. 3-Golay code 3 9 729
 3 folded Johnson graph � (10,5) 126 25 8 8 ! Johnson graph � (10,5) 2 9 252
 4 folded halved 10-cube 256 45 16 6 ! halved 10-cube 2 15 512
 Table 4.2: Non-bipartite antipodal distance-regular graphs of diameter five.
 The situation for the last two covers is the same as in the case of diameterfour, cf. Brouwer et al. [27, p. 259 and p. 265]. Graphs related to Golay codeswill be revisited in the next chapter.
 � � � ������� ��� � ��������� �<� � �<� 9$ � � �7� �� ����� �@�+��������� � � �"�#������$�%��
 Theorem 2.4.2 (cf. Figures 4.1 and 4.2) implies that the neighbourhood of avertex of a distance-regular antipodal cover of diameter at least four projectsto the neighbourhood of the projected vertex. Therefore, if we know locallysome graph of diameter at least two, then we know locally its distance-regularantipodal cover as well. As we have seen in Section 3.2, this is a very strongcondition on a graph (cf. Blokhuis and Brouwer [21], [22] and Hall [76]), for
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 example, a connected graph that is locally a pentagon must be the icosahedron,see Brouwer et al. [27, p. 5].
 We first examine what are the local graphs of all known antipodal distance-regular graphs of diameter four and five. Then we use graph representation togive an alternative proof in diameter four case of Terwilliger’s result that -polynomial antipodal distance-regular graphs are locally strongly regular. Thisenables us to extend this result to antipodal distance-regular graphs which arenot necessarily -polynomial or antipodal.
 Sometimes the local strongly regular graph has the same parameters as thepoint graph of a generalized quadrangle ����� � � ��� � � � . The graph for whichthe local strongly regular graph is the point graph of a generalized quadrangleforms an incidence structure called an extended generalized quadrangle (EGQ).These combinatorial objects have already been extensively studied for almostten years by several authors (see Thas [137], Cameron, Hughes and Pasini [47],Cameron and Fisher [44], Hobart and Hughes [88], Del Fra, Ghinelli and Hughes[55], Blokhuis, Kloks and Wilbrink [23], and Del Fra, Ghinelli, Meixner andPasini [56]) and Cameron [43] has constructed some new antipodal distance-regular graphs of diameter three. Therefore there is a hope that this connectionwill provide some interesting ideas for new constructions of antipodal distance-regular graphs. At the end of this section we mention one such result, again dueto Terwilliger. This section, with exception of Corollary 4.5.4, is joint workwith J. Koolen [94].
 Here is the status of local graphs for all strongly regular graphs for whichan example of a distance-regular antipodal cover is known:
 � � & � A ����������� �� ������������������ ����� �� � � � � � �� �! #" �$��%&�'��( �   ! ��    �   � � � � � ) �$�( � (+*��$� �,� � �-�.� �.�/� � � �� ����� �   �   � � � � � ! � � �0 ) �$�( � (1�2�.�3 � ( ��45 ��627 �   � � ! � � � � � � �� �
 Table 4.3: Local graphs of strongly regular graphs with covers of diameter five.
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 � � & � A locally
 1 ! Folded 5-cube 16 5 0 2 � � � �2 ! � � 6 � , 15 6 1 3 � � � 3 ! � � 7 � 21 10 3 6 Petersen graph [75]
 4 folded � (4,8) 35 16 6 8 � (3,1) [27, p. 256]
 5 ! truncated 3-Golay code 81 20 1 6 �� � � 6 folded halved 8-cube 64 28 12 12 � (8) [27, p. 267]
 7 � ) ��� ) ��� � � � ��� ��� 105 32 4 12 � � (2,4)   parallel class [125]
 8 Zara graph (126,6,2) 126 45 12 18 � (4,2) [27, p. 399]
 9 ! � ) (McLaughlin graph)] 162 56 10 24 Gewirtz graph [26] [125]
 10 hyperbolic points of � � (6,3) 378 117 36 36 SRG(117,36,15,9)
 11 Suzuki graph 1781 416 100 96 SRG(416,100,36,20) [125]
 Table 4.4: Local graphs of strongly regular graphs with covers of diameter four.
 The seventh graph of Table 4.4 is locally the point graph of ������ ��"!#� minusa parallel class deleted, which is further a distance-regular antipodal cover of� $�� $ . All the other graphs are locally strongly regular. If one of the Kreinparameters �
 �� � , � � �  ��"!�� , in the antipodal quotient equals zero, then for eachvertex the first and the second subconstituent graphs are strongly regular as well,see Cameron, Goethals and Seidel [46]. The results of Terwilliger [133] implya similar conclusion for -polynomial antipodal distance-regular graphs.
 4.5.1 THEOREM (Terwilliger). If an antipodal distance-regular graph of diameter � and with eigenvalues
 �� � � � � 13131 � �
 � , is -polynomial,then each first subconstituent graph is strongly regular with eigenvalues ,� � � � � � � � � � � � � � and � � � �� � � � � � � � � � � .
 Both double-covers from Table 4.1 satisfy the conditions of this theorem.Terwilliger used the theory of Krein modules, see Brouwer et al. [27, Section2.11] and Terwilliger [134], to prove this result (private communication, March1992). We will rather use his result from graph representations, see Terwilliger[130] or [27, Thm. 4.4.3 and Thm. 4.4.4], to prove it in the case of diameterfour. This simplifies the proof and motivates our generalization.
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 4.5.2 THEOREM (Terwilliger). Let � be a distance-regular graph of diam-eter � � � , with eigenvalues
 � � �� � � � � 13131 � �
 � and correspondingmultiplicities ��� � � � � � ������� � � � . Then for each first subconstituent graphthe smallest eigenvalue is at least � � � �� ��� � � � � � � � � and the second largesteigenvalue is � � � � � � � � � � � � � � at most (here the second eigenvalue istaken to be the valency in case the local graph is disconnected). If � � � �
 forsome � �� then � � � � � � � and each first subconstituent graph has eigenvalue� � � � � � � � � � � � with multiplicity at least
 � � � � .Note that for an antipodal distance-regular graph of diameter four � � �
 and � � � �
 .Proof of Theorem 4.5.1 in the case of diameter four: We already know thatevery subconstituent graph has & � � �
 vertices and valency� � � . In order
 to prove that a subconstituent graph � � is strongly regular we basically need todetermine one more parameter.
 For� � 4 and
 � � � � Proposition 4.2.2 implies
 � $ � � � . ByProposition 4.2.1, we have � � � � � � and
 � � � � � , and thus� � � 4 � � 4 � � ,
 & � � � � �� � � � 4 � � 4 � ��� , � � � � 4 ��� � � � , A � � � 4 � � � and � � � ��� ��
 � ��� 4 � � � . Straightforward calculations yield� � � � � �=4 � 4 � � ����� � � � � � 4��
 ��� � (where we recognize the multiplicity of the second largest eigenvalue ofthe point graph of a generalized quadrangle ��� 4 ����� ). By Theorem 4.5.2, thesmallest eigenvalue of the graph � � is �� � � � � � � � � � � � � � with multiplicityat least
 � � � � and the second largest eigenvalue is �� � � � � � � $ � � � � 4 atmost. The trace of the adjacency matrix equals zero, hence:
 ���� � �
 � �� � �� � � � � � � � 4 � 13131 � � � � �� � � � � & � � � � � � � � � �"� 4 � � � � � � � �
 Using the above expression for� � � � we obtain that the last expression in the
 above inequality equals zero. Therefore the trace of the adjacency matrix of � �equals zero only if 4 is the second largest eigenvalue of � � with multiplicity& � � � � � � � � � � . This means that the graph � � is strongly regular and witheigenvalues , 4 and � � , and so the antipodal quotient is locally strongly regular.
 The parameters � � � �(A � of strongly regular graphs whose distance-regularantipodal covers are -polynomial and of their local graphs are:
 �� � 4 � �04 � ��� � 4 ��� � � � ��� � 4 � ���"� and
 �4 ��� � � � �� =4 � �#� 4 � �
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 Although we were not able to make use of the fact that� � � � is an eigenvalue
 multiplicity of a generalized quadrangle ��� 4 ����� , there are still situationswhen the local graph can be the point graph of a generalized quadrangle. Sincethe eigenvalues of � � � � �"� are ��� � � � � , � � � and � � � � , we must have� � � � � � ��� � ��� � � � � � � 4 � � � � , and thus 4 � � , in which case the local graphis a generalized quadrangle � ��� � � ��� � � � .
 Studying the literature on extended generalized quadrangles we learn thatin many cases local restrictions are still not enough to uniquely determine agraph (or even just to construct some). Sometimes it suffices to forecast theright A -graphs, i.e., the graphs induced by common neighbours of two verticesat distance two. Terwilliger observes the following.
 4.5.3 LEMMA (Terwilliger). In a distance-regular graph, which is locallystrongly regular with parameters � & � � � � �(A � � , the A -graphs are regular (with theparameter A � as its valency).
 We will need one more definition in the proof of the following result. Agraph on & vertices is called a Zara graph with parameters �9& � � � � � when everymaximal clique has size � , and for every maximal clique and every vertex �not in , there are exactly � vertices in adjacent to � .
 4.5.4 COROLLARY. A strongly regular graph which is locally ��� ! �� ��has a unique distance-regular antipodal cover (the distance-regular graph withparameters
 � ! �����  �� �  �� � � � � � ���  �� ! � � constructed in Brouwer et al. [27, p. 399]).
 Proof. Let � be a strongly regular graph which is locally ��� ! �� �� and let be its distance-regular antipodal cover. As is locally the same as � , themaximal cliques in both graphs have size six, and the Delsarte’s clique bound(often called Hoffman’s clique bound) is met in it, see Godsil [64, p. 276], [66]or Brouwer et al. [27, Prop. 4.4.6], so each point not in some maximal cliquehas exactly zero or two neighbours in that maximal clique. We will prove that inthe antipodal quotient � the zero case cannot occur and that the covering index� equals three.
 Let � be a vertex of the quotient graph, let & be one of its neighbours, andlet be some maximal clique containing � but not & . Then, by the propertyof generalized quadrangles, & has exactly one neighbour in 62) � � � � , henceprecisely two neighbours in . Now let � be a vertex in ) � � � . We wantto show that � has two neighbours in 6 ) � � � � . Since this is supposed
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 to be true, for any maximal clique containing � , it suffices to prove that thecommon neighbours of � and � consist of two disjoint ovoids of the generalizedquadrangle � ��� � � ����� � � . Remember that, by Lemma 4.5.3, any A -graphhas valency � , which is three in this case. Thus A has to be even, and by thetables from Brouwer et al. [27, pp. 421-425], it can only be six, i.e., ��� � .Therefore, by Van Bon and Brouwer [17], any A -graph of the antipodal quotienthas to have three components of equal size, which is six in our case. Now,there is only one graph on six vertices, which has no triangles and the valencythree, the complete bipartite graph � � . Therefore the A -graph must consist ofthree copies of � � . But then, by taking three independent vertices from eachcopy, we get the set of nine independent vertices, which means that we havegot an ovoid of � � ! �� �� . The other nine vertices also correspond to an ovoid.Therefore the vertices of A -graph of � and � correspond to two disjoint ovoids,and thus � has precisely two neighbours in each maximal clique containing thevertex � .
 Finally, the antipodal quotient graph � must be the Zara graph with pa-rameters �9& � � � � � � � �   � � � �� �� . Uniqueness of the Zara graph with theseparameters has been proved by Blokhuis and Brouwer [20], and in the reference[89] of Brouwer et al. [27] (A. Blokhuis and A. E. Brouwer, Graphs that arelocally a generalized quadrangle, with complete bipartite A -graphs, unpublishedmanuscript (1983), which unfortunately I was not able to obtain).
 Remarks: (i) As soon as we have realized that A��� � � �and is locally
 � � ! �� �� we could have referred to Brouwer et al. [27, p. 399].(ii) There is perhaps one more important aspect of this proof, namely, the partwhere we have ruled out ��   and �� �
 cases. For that we did not use the factthat the local graph is the point graph of some particular incidence structure.The valency of a A -graph is determined solely by the fact that the local graph isstrongly regular. We will use this in the Corollary 4.5.8.
 Let us look for distance-regular antipodal � -covers of diameter four whichare locally ����� � � ��� � � � . Then the A -graphs have valency � . For ���  we get the fourth graph of Table 4.1. The Johnson graph � � � �"!#� is a uniqueexample. For � � � the cover from the above corollary is a unique exampleagain. Since in both cases the A -graphs are isomorphic to � copies of � � � � , wetry our luck with the same A -graphs also for � � ! . Unfortunately there are nosuch examples. We can see this by going in the dual of � � ������� . Note thatin the dual the A -graph corresponds to � copies of the grid graphs on � points.Remember that � ��������� has been proved to be unique by Dixmier and Zara[113, p. 125]. Now take � � ��� � model of a generalized quadrangle, cf. the lastsection of Chapter 2 or Payne and Thas [113, p. 38]. The ovoid � (in � ���� ��"!#� )
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 has six points, the grid graphs have to be planar, and four of them have to lie onplanes intersecting in a line through two points of the ovoid, so there are only15 different ! � ��$ � $ subgraphs in the first subconstituent graph and we needed� � of them.
 Note that our proof of the special case of Theorem 4.5.1 worked mainlybecause
 � � � � � �� , which is, of course, equivalent to � � � � !#��� and
 � �   . Therefore it is not easy to extend Theorem 4.5.1 in order to coversome cases which are not -polynomial. However, it seems quite reasonablethat antipodal distance-regular graphs with antipodal quotients which have thesame intersection array are locally the same. We will show two result in thisdirection.
 4.5.5 THEOREM. If we have for a distance-regular graph of diameter atleast three � � � � � and
 � �� � � � � � ����� � � , then the first subconstituentgraph is strongly regular with eigenvalues , � and � � .
 Proof. The first condition means that that the lower and the upper bounds for thenontrivial eigenvalues from Theorem 4.5.2 have equal magnitude. Note that thetrace of the square of the adjacency matrix of the local graph equals & � � � � � ,and it also equals the sum of squares of all eigenvalues (where each eigenvalueappears as many times as it is its multiplicity). But then, by the second condition,all nontrivial eigenvalues have to have the same magnitude, which implies thatthe local graph has only three distinct eigenvalues, as it cannot be the completegraph, cf. Brouwer et al. [27, Lemma 1.1.7].
 For the above two-parameter family these conditions are both equivalentto 4�� � .Problem: Can we use the above theorem to prove that a unique antipodaldistance-regular graph with intersection array � ! �����  �� �  �� � � � � � � �   �"!�� � exists,i.e., a distance-regular antipodal cover of a strongly regular graph with intersec-tion array � ! �����   � � � � � � ?
 4.5.6 LEMMA. Let   , � and � be real numbers and � � � . If real numbers� � �313131 � � � from the interval � � � � � sum to   and we have
 ��
 � � �� � � max �
 ��
 ��� �  � � � �   � � � �
 ��
 ��� �  � �   ���
 then ��� � � ������� � � � � ��� for at most one � � � � ������� �"& � .
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 Proof. Suppose that ��� � � � ����� � � � ����� � � � ����� � � � � ��� for � �� � and � � � � � .Then for � � � � � � � � min ��� � � � � � � � � ��� , � � � � � � and �
 � � � � � � wehave � � � � � � � � �
 � , and � � � � � � � � , which is impossible.
 4.5.7 THEOREM (Jurisic and Koolen). Let � be a distance-regular graphof diameter at least three, valency
 �, & vertices, and let � � � � � 13131 � � �
 be its eigenvalues. Then for �   � , � � � �� � � � � � � � � � and � �� � � � � � � � � � � � the graph � is locally strongly regular with , � and � � asits eigenvalues if and only if there exist non-negative integers � and � such that
 � � � � � � � � � � � � �"� � � and �#��� � � � ����� � � � � � � �Proof. Suppose that the above system has a non-negative integral solution� � � � � � � � � � � � � . Let us first prove that in this case
 � � � � � max � �� ��
 ��� �  � � � � �   � � � � �
 � ��
 � � �  � � � ��� - � �
 Suppose that real numbers � � ������� � � � from the interval � � � ��� � sum to � and that we have � ���� � � � � � and suppose that � � � � � � . Then, byLemma 4.5.6, we have � � � � � for �
 � �indices � , and � � � � for �
 � �indices � ,
 where �� � � �
 � � � � � � � � for � � � � ��� . Suppose that � ��� . Then we havefor � � ��� � ��� �
 �� � � �
 � � � � �  �� �� � � � � �
 � � � � �%� � and
 �� � ��� � � � �
 � � ��� � � � � � � � � �and thus � � � � � � � � ��� � � � � � � � � � , and � � � � � � � � � � ��� � � � � � � � � � � . This implies��� � � � � � � � � � � ����� � � � � � which is not possible, since � ��� � � � � � � �and �� � �� �
 is an integer. It follows that � � , and as the first two equations ofthe above system have a unique solution also � � � � � � � � � � � � � � � � � .
 By Theorem 4.5.2, all the eigenvalues of a local graph, except the eigen-value , lie in the interval � � � ��� � and their sum (where each eigenvalue appearsas many times as it is its multiplicity) is � . Note that the trace of the squareof the adjacency matrix of the local graph equals
 � , and also equals the sumof squares of all the eigenvalues (where each eigenvalue appears as many timesas it is its multiplicity). Therefore all the eigenvalues of the local graph except lie in the two-element set � � � ��� � , and the local graph is strongly regular.
 The converse follows from the fact that � and � are the multiplicities of thenontrivial eigenvalues of the local graph.
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 Remarks: (i) Let a strongly regular graph � with parameters
 � � � �(A ����� � 4 � �04 � ��� � 4 ��� � � � ��� � 4 � ���"�
 has a distance-regular antipodal cover , and let � � � � �� � � � � � � � be aninteger, i.e., � 4 � ��� � � ��� � � � . (Note that � 4 � � � � � ��� � � ������� � � followsfrom
 � being an integer.) Then � � � � � � � � � � � � � � � solves the above
 system of equations, and therefore � is locally strongly regular. Since � � � � �and � �:4 , its parameters are
 � � � � � �(A � � ��4 ��� � � � �� =4 � ��� 4 � �
 For � �   this shows that an antipodal distance-regular graph, which is -polynomial is locally strongly regular.
 (ii) By Theorem 4.5.1, for an antipodal distance-regular graph, which is -polynomial (i.e., � - and -polynomial antipodal cover), the above system ofequations has a non-negative solution. By relatively straightforward calculationswe can show the same in the case of diameter three (cf. [27, Prop. 8.3.2]) andfour (cf. Remark (i)) without using Theorem 4.5.1.
 (iii) Another two examples, for which we do not need to use Theorem 4.5.1,are the Johnson graph ����  ������� and the halved & -cube, & even. The first graph islocally the lattice graph � � � � (i.e., the Hamming graph �� ������ ), cf. [27, p.256], whose nontrivial eigenvalues are � � � �   and � � � �   . The secondgraph is locally the triangular graph � � & � (i.e., the Johnson graph ��� & �� �� ), cf.[27, p. 267], whose nontrivial eigenvalues are � � & � ! and � � � �   .(iv) Suppose that the assumptions of Theorem 4.5.5 holds. Then the secondcondition in Theorem 4.5.5 is equivalent to the third equation in Theorem 4.5.7.However, it is not clear how to derive the second equation in Theorem 4.5.7from the assumptions of Theorem 4.5.5 without using Theorem 4.5.7. Soalthough Theorem 4.5.5 does not give us any examples, which are not also theexamples of Theorem 4.5.7, it is sometimes still more convenient to test theassumptions of Theorem 4.5.5, than to look for a non-negative integral solutionof Theorem 4.5.7.
 Now we derive from Theorem 4.5.7 a nonexistence result for antipodaldistance-regular graphs of diameter four.
 4.5.8 COROLLARY (Jurisic and Koolen). A strongly regular graph withparameters
 � � � �(A � ��� � 4 � ��4 � ��� � 4 ��� � � � ��� � 4 � ���"� �
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 where � 4�� ��� � � ��� � � � , has no distance-regular antipodal � -covers of diameterfour when either the numbers 4 and � � 4 � ��� � � are odd or �?4 � � � 4 � ��� .Proof. Suppose that a strongly regular graph with the above parameters has adistance-regular � -cover. Then, by Theorem 4.5.7 and Remark (i), we know thatits local graph is strongly regular, with parameters � � � �(A � ��� 4 ��� � � � �� =4 ���� 4 � . Since the parameter A of an � -cover equals � � 4 � ��� � � , and its A -graphshave valency 4 , at least one of these two integers must be even (as their productis twice the number of edges in a A -graph), and 4 � � � 4 � � � � � (as the valencymust be smaller than the number of vertices in a graph).
 The above corollary implies that the ten-th graph of Table 4.4 is locallystrongly regular. This was not known before and could serve as a hint to provethe uniqueness of the cover. Many infinite families of feasible intersectionarrays and in particular the following parameters from the tables in Brouwer etal. [27, pp. 421-425] are ruled out.
 # intersection array 4 � � ruled out by
 1) � ! �����  �� ��� � � � � ������ ���! � � 3 3 2 parity2) � ! �����  �� � ��� � � � ��� ���   �"!�� � 3 3 6 parity or bound3) � � � ��� � ��  ! � � � � ��� ��� � � � ��� 6 3 9 bound4) � � � ��� ����  � � � � � �"! ��� � � � ��� 4 4 8 bound5) � � � ��� � � ��� ��� � � � ��� � � � � ��� � � 3 5 8 parity6) � � � �#� � �� ��#� � � � � � � � � ��� � � 9 3 4 parity or bound7) � � � �#� � ��� � � � � � � � � � ��� � � 9 3 6 bound8) � � � �#� � ���  �� � � � �"! � � � ��� � � 9 3 9 bound9) � � � ��� ��! ! ��  ��� � � � ��  ��� ��! ! � � � � � 5 5 2 parity
 10) � � � � � � � ���"! � � � ��� � � � � ��� � � � � 8 4 6 bound11) � � � ��� �   � �"! ��� � � ��� � � �   � � � � � � 15 3 6 parity or bound12) � � � ��� �   � �� ��#� � � � ��  �#� �   � � � � � � 15 3 2 parity13) �   � � � � � � ��� ! � � � � � � � � � � � �   � � � 21 3 4 bound14) � ! ��! ��� � �"! ��� � � � �"!���� � � � ! ��! � 9 6 2 parity
 Table 4.5: Intersection arrays of antipodal distance-regular graphs of diameter four which are ruled out.
 Koolen observes further that for the following intersection array
 � ��� � � � ��� � � ��� ��� � � � � ! � � � � ��� � � �A � A � � � , i.e., each A -graph is complete, which means that this graph is aTerwilliger graph, cf. [27, p. 34], and therefore, by [27, Theorem 1.16.3], itcannot exist.
 We finish this section with one more result of Terwilliger (private commu-nication, March 1992):
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 4.5.9 THEOREM (Terwilliger). If an antipodal distance-regular graph of diameter four is -polynomial, then each second subconstituent graph iseither disconnected or of diameter four and it has six eigenvalues at most. Inthe second case the second subconstituent graphs are antipodal covers (notdistance-regular unless � is defined).
 There is hope that this result can also be extended, since, for example, it doesnot include the Wells graph whose second subconstituent is the dodecahedron(i.e., the non-bipartite distance-regular antipodal double-cover of the Petersengraph), see Brouwer et al. [27, Thm. 9.2.9].
 The above result is one reason to study antipodal covers which are not nec-essarily distance regular. There are many cases when the second subconstituentgraph of a strongly regular graph is strongly regular again, in which case wehave an antipodal cover of a strongly regular graph. We will study such coversin Chapter 6.
 � � � �����<�9��� ���
 Little is known about antipodal distance-regular graphs of diameter four and fivein general. A milestone would be attained if an infinite family of such graphswas constructed. So let us discuss some known infinite families of feasibleparameters of such graphs, which are known only in diameter four:
 The first family comes from Brouwer et al. [27, p. 421], cf. Cameron andVan Lint [48, pp. 29]. The parameters of their quotient graphs are, for � � � ,
 � � � �(A � ����� � � � ��� � � � � � � � � � �"� �
 and � is any divisor of A . For � � � , we have the first graph from Table 4.1, for� �   , the antipodal quotient must be the Higman-Sims graph.
 The next family is one of the remaining two open questions stated in VanBon and Brouwer [17, pp. 155, 156, 164]. These are distance-regular antipodalcovers of diameter four of the Hermitean forms graphs of diameter two. Let be a set of     Hermitean matrices over � � ��� � with � a prime power. Thenthe Hermitean forms graph is the graph with elements of as vertices and twoof them being adjacent if the rank of their difference is one. It turns out that thisgraph is isomorphic to the second subconstituent graph of the point graph of a� ������� � , see Van Bon and Brouwer [17, p. 156]. Then
 � & � � � �(A � ���$ � ��� � � ������� � � ��� �  ���� ��� � � �"� �
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 The feasibility conditions imply for � ��   that ! � � � is a perfect square, i.e.,�%� � � ��� � for some positive integer � . For � �   and �%� � we get the firstgraph and the fifth graph of Table 4.1 respectively. For larger � (e.g., 7, 13, 31)nothing is known.
 We derive the next family from the previously mentioned two parameterfamily of � - and -polynomial antipodal covers. The second subconstituent ofantipodal quotient has
 � ��� � A vertices, therefore � 4 � ��� � ��� � � � � ��� � � � . Themost interesting case is an infinite family of feasible parameters of antipodaldistance-regular graphs of diameter four whose local graphs have the sameparameters as the point graphs of generalized quadrangles � ����� � ��� � � � .Their antipodal quotients and their local graphs (which must be strongly regular)have the following parameters:
 � � � �(A � ��� ��� �  �� ��� ��� � � � ��  � � �
 and� & � � � � � � �(A � � �
 �� ��� �  �� ��� ��� � � � ���#����� �
 We have already mentioned that examples are known only for �%�  ���� .The last family, which we expose here, is again from Brouwer et al. [27,
 p. 417] and corresponds to double-covers of diameter five and � � A . Parame-ters of their quotient graphs are,
 � & � � � �(A � ��  A ��  A � ��� ��  A � A � �(A � �
 For A � � we obtain the Petersen graph with the dodecahedron as its cover, andfor A �  ��"! Brouwer et al. [27, p. 372] and Koolen (private communication,September 1993) respectively have shown that there are no examples.
 In the following chapters we will find new, simpler, families of feasibleparameters.
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 One of the more important results in Chapter 2 was Brouwer’s theorem, wherethe idea of merging was used for the characterization of certain distance-regularcovers of complete graphs. In this chapter we study merging in more gen-eral context and obtain the main result of this thesis, Theorem 5.3.3, whichgeneralizes Brouwer’s theorem. First, let us explain more precisely what wemean by merging. Let �� � � � be an association scheme formed by the matrices� � ������� � � � and let � be a partition of the set � � ������� � � � with � cells. Let� � � ������� � � �  be the 01-matrices
 �
 ������ �
 where ranges over the cells of � and let � � � � � . Since these matrices lie in theBose-Mesner algebra ���� � � , they commute and sum to � . In many cases thematrices � � � ������� � � �  form an association scheme. A scheme constructed thisway is said to be obtained from by merging classes (or by fusion). Mergingwas, for example, used to construct some new strongly regular graphs (see thesurvey paper about strongly regular graphs by Brouwer and Van Lint [31]). Forexample, take all three element sets of a seven element set as vertices and definetwo to be adjacent if they intersect in two elements. We obtain the Johnsongraph ��� �#����� . Connecting also all the vertices which are at distance three, i.e.,merging the first and the third class, results in a strongly regular graph, which isthe line graph of � � ������ �� . For general references on merging, subalgebras ofBose-Mesner algebra and subschemes of an association scheme see Bannai [7],Bridges and Mena [36], Faradzev, Ivanov and Klin [58] and Muzychuk [104].
 In the first section it is shown that a merging which results in an associationscheme always exists in an imprimitive association scheme. In Section 5.2 westudy merging in distance-regular graphs of diameter four. This results in thecharacterization of some diameter four antipodal distance-regular graphs withcertain triangle free strongly regular graphs, and we obtain new infinite families
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 of feasible parameters of antipodal distance-regular graphs of diameter four. InSection 5.3 we determine, for any diameter, when merging the first and the lastclass in an antipodal distance-regular graph produces a distance-regular graph.In the merged graph � � � � � � � � � � � for all � less than diameter � (a propertyof regular near polygons, cf. Brouwer et al. [27, Thm. 6.4.1]) and � � � � , � lessthan diameter � , ��� is equal to � or
 � � � � � � . Conversely, given a distance-regular graph with the same intersection array as the merged graph and a certainclique partition, we construct an antipodal distance-regular graph. In Section5.4 we investigate merging in antipodal distance-regular graphs of diameter five.It enables us to construct two distance-regular covers of complete graphs. In thelast section Brouwer’s generalization of Proposition 5.3.2 is mentioned.
 ��� $"�? � ���� �@� � � �� ��� ���� � ��%@� �<�
 In this short section we explain how to obtain from an imprimitive associationscheme two smaller schemes. All the results in this section and their proofs canbe found in both Bannai and Ito [8, Propositions 4.5 and 9.4 ] and Godsil [64,pp. 232-234], however we present them, since we feel that they are importantfor the motivation and understanding of the whole chapter.
 5.1.1 PROPOSITION. Let � � � � be a � -class association scheme and letus for a fixed � � � � ������� � � � define a relation � on � by � �   if and only ifthey are connected in � � . Then � is an equivalence relation which is a unionof some association relations � � .
 Proof. (Godsil and Martin [70]) Suppose that � � is disconnected. Let � and  be � -related vertices in a component of � � and let � be � -related to some & .Since � and   are joined by a path with all its edges in � � , it follows that � and& are also joined by a path with edges in � � , i.e., they lie in the same componentof � � . This implies that the graph on � with two vertices adjacent if and onlyif they are in the same component of � � is the union of graphs from .
 The following argument is taken from Godsil [64, pp. 232-234]. Let� � � � be a � class imprimitive association scheme, where � � is not connected.If is a vertex set of a component of � � , then the above result implies that thenon-empty restrictions of the graphs � � to the component form an associationscheme. If � is a partition of � corresponding to the connected componentsof � � , then the above result means that � � � is a 01-matrix contained in the
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 Bose-Mesner algebra of and without loss of generality we can also assumethat � � � � � � � ��* . Let [0] denote a subset of � ������� � � � such that
 � � � ��
 � � � ���� � �
 Let � be the relation on � ������� � � � defined by ��� � if and only if 4 � � � �#� �� for some   � � � . Then this is an equivalence relation and � � � . If � � � is theequivalence class of � , then there exists a matrix , � such that
 �
 � � � ���� � � , � � ��* �
 The matrices , � define an association scheme which is called the quotientscheme of . Suppose that , � � � � . Then the matrices � � * , � , �
 � � * � � � � *and , � � ��* for all � �� define an association scheme as well. Since its spanis a subspace of the Bose-Mesner algebra of which contains � and � , andit is closed with respect to both matrix and Schur multiplication, we call thisassociation scheme a subalgebra of (or also a fusion scheme).
 Suppose that � � � � defines an antipodal distance-regular graph, and thatthe graph � � is a union of cliques on the antipodal classes. Then ��� � � ��� � � ,which means that � � does not merge in the above merging (i.e., � � remains aSchur idempotent in the above fusion scheme). Despite this fact there are stillsome examples when � � can merge. This is the topic of the next sections.
 � � 2�<� $ � � ��� �� �������@�+�����=����� �!�"� � ���7$ %�� ��� �� � ����� � � ���7�
 Since merging � � and � in antipodal distance-regular graphs of diameter threehas been already studied by Brouwer (see Theorem 3.3.1), and since this is theonly nontrivial merging in such graphs, we start by investigating the diameterfour case. Merging � � with one of the remaining three classes in a distance-regular graph with diameter four forces the other two classes to merge too.
 5.2.1 PROPOSITION. Let be a distance-regular graph of diameter four.If we merge � � and � � for � � �  ������"!�� then �
 �and � � , where � � �   � �����
 �  ������"!�� , merge as well. This results in a strongly regular graph if and only if(i)
 � � A for ��� � ,
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 (ii) A �  � �   and � is 2 or �   for ��� ! or ���   respectively.
 Proof. The above merging results in an association scheme if and only if for� � � � - � 4 � � � � � �  =4 � � � � � �:4 � � � � � we have � � � � � � ��� � and � �   � � � � ��� .This can be obtained by a direct verification of the condition (b) in the definitionof an association scheme and by the use of Lemma 2.3.1(c) in order to getdown to only two conditions. The translation of these conditions to the aboveis now straightforward. Since the new association scheme has two classes, itdetermines a strongly regular graph.
 Suppose that � � is the adjacency matrix of an antipodal distance-regulargraph of diameter four, and that � is its antipodal quotient. Suppose that �is the merged graph � / � . Let us use the same notation for the parameters of and � as in the previous chapter. In the case when ��� � the merged graph �is strongly regular if and only if
 � � A , i.e., � is a complete multipartite graph�  ��� �� . Since among complete multipartite graphs only the complete bipartitegraphs allow distance-regular antipodal covers, see Proposition 6.1.7, we have� �   . In this case the merged graph is the complete bipartite graph with valency��
 . Here “unmerging” is deleting the edges of the distance three graph in� . However the identity � �� � � � � �� � � $��� � , where �$ is a union ofcliques (i.e., � $ �� ��� � � * � � * � � � ), suggests that unmerging most probablydoes not help to find � � �� � . These covers have already been characterizedby resolvable transversal designs, see Drake [57] or Theorem 6.3.1, and manyconstructions are known.
 When � is equal to 2 or 4 the merging produces a strongly regular graphfor many feasible parameters of antipodal distance-regular graphs of diameterfour from tables in Brouwer et al. [27, p. 421] or Godsil, Jurisic and Schade[69]. We list those with valency of � at most 100 in Tables 5.1 and 5.2.
 � & � A �
 � � ,�
 � � $ & � A! � $�� $ � ! ! !4-cube !halved and folded 5-cube � � �  // Krein   � � ! // !Gewirtz graph � � ��
 ? � � �   � ! ? ? � �     �  ? � �   � � ! ? ? � ! ���  ?
 � � � ! � ! ? ? �  �� � �  ? � � �  � �� ! ? ? � ! ! �    ?   ��� � �� ! ? ? � � �   �� �
 Table 5.1: Merging in distance-regular graphs with ��� .
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 � & � A �
 � � �
 � � &� A �
 � � $�
 � � $ & � A!Golay 81 20 1 6 ? ? 162 21 0 3 Golay BLS 243 22 1 2) � ) ��� � � � �"� 105 32 4 12 ? ? 210 33 0 6 ? ? 630 37 4 2
 ? 196 45 4 12 ? ? 392 46 0 6 ? ? 1176 50 4 2? 325 54 3 10 ? ? 650 55 0 5 ? ? 1625 58 3 2
 ! ) ��� � � � � 162 56 10 24 // ? 324 57 0 12 // ? 1944 67 10 2? 276 75 10 24 ? ? 552 76 0 12 ? ? 3312 86 10 2? 540 77 4 12 ? ?1080 78 0 6 ? ? 3240 82 4 2? 400 84 8 20 ? ? 800 85 0 10 ? ? 4000 93 8 2? 825 96 4 12 ? ?1650 97 0 6 ? ? 4950 101 4 2
 Table 5.2: Merging in distance-regular graphs with �� .
 In the case � �   the complement of � (denoted by � ) has intersectionarray � � � � � � � � � �   � , so � is the complement of a triangle free stronglyregular graph. In the case � � ! the merged graph � has intersection array� � � � � � � � � ��  � . The integrality of the multiplicities of a strongly regulargraph � with A �  � �   implies that the discriminant of the quadratic equationwhich determines the nontrivial eigenvalues of � , i.e.,
 � � A � � ! � � � A � � � ! �
 is a perfect square, say � �     � for some integer   �   (since  �� � wouldimply � � � ). Therefore
 � �   � �   � . The discriminants of the quadraticequations which determine the “new” eigenvalues of and the nontrivial eigen-values of � are also equal to � ! � . No wonder we get so many feasibleparameter sets when A �  � �   .
 Now, we find some infinite families of feasible parameters of stronglyregular graphs which allow feasible parameters of covers. (They seem to be“simpler” than the families from the conclusion of the previous chapter, but onthe other hand it can be even more difficult to construct them.) For example,��� renders the family �   �   � � � � �"!�� , where   is an integer not equal to threeand not divisible by four, cf. Cameron and Van Lint [48, p. 27], and the familyof intersection arrays of their distance-regular antipodal double-covers. When� is 4 or 2, merging gives a graph � with intersection array �   � � �   � � ��  � orthe graph with intersection array of � respectively (see Table 5.1). For  ��   ,the four-cube is the double-cover of its antipodal quotient, the folded four-cube.The merged graph is the folded five-cube � ���"! � � ��  � (i.e., the complement ofthe halved 5-cube, also known as the Clebsch graph). Note that in this case
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 � � �� � , see Figure 5.1 and Brouwer et al. [27, p. 265, Remark (i)]. Therefore� � � � $ � �� � � � � � . This is actually true for any triangle-free double-cover ofdiameter four, by Brouwer et al. [27, Prop. 4.2.13]. Unfortunately, apart fromthe case   � � , when we get the Gewirtz graph � �� � � � � ��  � , no other examplesare known.
 For �� ! we get another infinite family� �   � !#�   � �   � � ���   � ��� � � � �   �
 where   �   is an integer greater or equal to six and not divisible by four, withdistance-regular antipodal double- and six-covers. Merging yields a stronglyregular graph with intersection array
 �  �  �� !#��� � �   �   � !#� � � � � � in the case
 � �   and� �   �  �� �   �   � !#� � � ��  � in the case � � ! . An example of �
 is known for   � ! , see Hubaut [90, S.4] and no examples of or � areknown. Note that if we know � does not exist, this implies that antipodaldistance-regular graph does not exist either.
 Figure 5.1: The four-cube and its distance three graph, which is again the four-cube.
 Unmerging in the case ���   is equivalent to finding the distance two graph as a subgraph of � . At this moment this does not seem promising. And evenif it did there are only six triangle free strongly regular graphs known which arenot complete multipartite graphs: the 5-cycle, the Clebsch graph, the Petersengraph, the Gewirtz graph, the Higman-Sims graph �    ���  � � � � � � and the secondsubconstituent of the Higman-Sims graph � � � � � � � � �"!�� . Intersection array of is feasible only for the Clebsch graph and the 4-cube is the double-cover of� $�� $ . Unmerging in the case ��� ! is described in the following theorem:
 5.2.2 THEOREM. Let � be a strongly regular graph with intersection array� � � � � � � � � ��  � , � � � � �   , and a partition of its vertex set into � �  �� -cliques such that there is a perfect matching or nothing between any pair ofthese cliques. Then the graph obtained from � by deleting the edges ofthese cliques is a distance-regular antipodal � �  �� -cover of a strongly regulargraph � with intersection array � � � � � � � � � ��  � �  ���� . Conversely, anygraph with the same parameters as arises this way.
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 The assumption that in a partition of� ��� � into � �  �� -cliques there
 is either a perfect matching or nothing between any two of these cliques isnecessary. For example the Gewirtz graph � �� � � � � ��  � is ten-regular and ten-edge-connected by Brouwer and Mesner [32], therefore by Tutte’s theoremit contains a perfect matching, i.e., a partition into two-cliques, but it cannotbe unmerged since there is no strongly regular graph with intersection array� ��� � � � �"!�� (the absolute and the Krein bounds both fail). On the other hand, ifa strongly regular graph with intersection array
 � � � �  ���� � � � � � � � � ��� �� � � � � � �   � has a partition of
 � ��� � into � �  �� -cliques, then by Brouwer’stheorem the above condition always holds.Proof. Let � ������� �� � be a clique partition of � as required and let � be thequotient graph of � corresponding to this partition. For the first part it is, byTheorem 2.4.2 enough to prove that the graph � has the required parameters,that is an antipodal graph of diameter four with the vertex sets of the cliques asits antipodal classes, and that in each geodesic of length two can be extendedto a geodesic of length four. The required property for the clique partitionimplies
 � � � � � � ��� ��� � � � � � �. Let � � � �  � � and relabel the cliques
 ������� �� � so that ������� �� � � are the neighbours of  � in � ). Then each ofthe cliques ������� �� � � contains exactly one vertex of ) � � � ��  � � � � and thisvertex is not adjacent to any vertex in
 � � � � 62) � � � � . Since � ��� � �   novertex in
 � � � ��60) � � � for � �  �������� � � � � has a neighbour in ) � � � � in thegraph . Thus dist � � � �(& � � � and also � �� � . The set
 ) � � �� � ��
 ���
 � � � �
 is non-empty since   ��� � �   ��� � � ��� . Since a vertex in this set has
 no neighbours in� � � � we have � � ��
 � � ��� � �� � � � � �   � �  �� and �
 has diameter two. The number of edges between ) � � � � and ) � � � is at least
 �5) � � � � � �� ��   �� � � � � � � ��  � � � � � � � � � � � � � � �5) � � � � � � � � ��
 But this is the number of all edges between these two sets, therefore � � �� �  � �  �� and � is strongly regular. The required properties of are noweasy to be seen. The converse follows from Theorem 2.4.2 and the fact thatthe parameters of imply that � � �� � � � $ �� � is the adjacency matrix of astrongly regular graph.
 There are only four strongly regular graphs with A �   known: the four-cycle, the folded five-cube, the Gewirtz graph and the Berlekamp- Van Lint-Seidel graph with intersection array �    ���  � � ��  � (the coset graph of the ternary
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 Golay code), see Berlekamp, Van Lint and Seidel [12], Brouwer et al. [27, pp.360]. The last one has the above partition into cliques, because the coset graphof the shortened ternary Golay code is a distance-regular antipodal three-foldcover with diameter four of the point graph of the truncated ternary Golay code.This point graph is the only graph with intersection array �   � � � � � � � � , seeBrouwer and Haemers [37].
 5.2.3 COROLLARY. Distance-regular antipodal double-covers of stronglyregular graphs with intersection array �   �   � � � � �"!�� , where   is an integernot equal to three and not divisible by four, are equivalent to strongly regulargraphs with intersection array �   � � �   � � ��  � and a perfect matching suchthat any two edges of it induce a four-cycle or   � . All these intersection arrayswith   �� � are feasible.
 5.2.4 COROLLARY. Distance-regular antipodal six-covers of strongly regu-lar graphs with intersection array
 � �   ��!#�   � �   � � ���   � ��� � � � �   � where   �  is an integer greater or equal to six and not divisible by four, are equivalent tostrongly regular graphs with intersection array
 � �   �  �� �   �   � !#� � � ��  � anda partition into four-cliques such that there is a perfect matching or nothingbetween any pair of these cliques. All these intersection arrays are feasible.
 � � � %@�"��������� �? �>�@� ���� ��� �+� �;��� � � �<� 9$ � � ��� � � ��� ���
 Let � � � � be a � -class � -polynomial association scheme and suppose thatmerging is applied in order to get a new association scheme. If � � is a polynomialof degree � in � � , the matrix � � has to be merged with at least one of the matrices� ������� � � � in order to reduce the dimension of Bose-Mesner algebra whichis of course smaller after merging. It is known when merging of � � and � ina distance-regular graph produces a distance-regular graph, see Brouwer et al.[27, Prop. 4.2.18]:
 5.3.1 PROPOSITION. Let be a distance-regular graph with diameterK
 .Then the graph � determined by the adjacency matrix � � �� � � � �� � isdistance-regular if and only if we have
 � � � � � � � � � ��� � even � � � � K � � �and
 � � � � � � � � � � A � � odd � � � � � K � � �
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 (or equivalently � � � ��� � � � �   � � � �8A � ). If this is the case, then hasdiameter � � K � � � �  � , and parameters
 � � ��� � � � � � � � � � A � �� � � �
 if � �� � �������� � � � � � � � ��� A
 � � � � � � � A � �   � � � � � � � � A if � � � K � � � �  �� �
 We determine when merging of � � and � � in an antipodal distance-regulargraph with diameter
 Kresults in a distance-regular graph.
 5.3.2 PROPOSITION. Let be a distance-regular antipodal � -cover withdiameter
 K �   of a graph � with diameter � and �%� ��� � �� � . Then thegraph � with the adjacency matrix � � �� � � � � �� � is distance-regular if andonly if �%� �   and � has the following intersection array
 � � � � � � � � � ������� � � � � � � � ��� � � � � � �� �������� � � � � � � �  �� � �for
 Keven �� � � � ����� � � � � � � � � � � ��� � � � ������� � � ��� � ��� � � � � � �� �������� � � �
 forK
 odd �
 The graph � has valency � � � �� � � � � and diameter � equal to � � K � � � �  � .When � is distance-regular its intersection numbers are
 � � ��� � � � � ��� � � � � � � � for � � � ������� � � � �� � ��� � � � for � � � ������� � �
 and forK
 odd also �   ��� ��� ������� � � � � � � .
 Proof. To simplify the notation we will use � � instead � � � � � . First notethat � � � � � � implies that the diameter � � of � is � � K � � � �  � and� � � � � � � � � for � � � �� ���� � � � � � ��� (for
 Kodd also � ��� � ��� ). Hence,
 for � � � � � � and for � equal to two when � � � K � � � �   and 1 otherwise, wehave:
 � � � � � � �� ��� � ���� � � � � � � �� � � � � � � � � � � � � � � � � � �
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 Since is an antipodal graph with diameter larger than two, a vertex � atdistance � � � K �  � from a vertex & is at distance
 K � � from all the other verticesin a fibre containing & , cf. Theorem 2.4.2. Therefore �� � is equal � � � for� � K �   , � � ��� �� � � � for �#� K �   and � � ��� �� � � � � � � �  ��� � for � � K �   .This implies that for intersection numbers � � , , � and � of the graph � � � � � � , ��� � � � � � � � � � � � � �
 � , � � � � � � � � � � � � � � � � � � � � � � �� � � � � �� ��� � � � � �  ��� � � � �� � � �
 � � : � � K �  � � � : � � K �
 �� �
 � : � � K �  � �   : � � K �
 �
 First, let us suppose thatK
 is even (i.e.,K ��  � , i.e., � � � � ). Since � � � �
 (i.e., � � � �K � � �   ) for � � � the coefficients at ��� � and � � � are
 equal, thus for � �  �������� � � :
 , ��� � � � � � � ��� � � � � � � �If � � � � � � (i.e., � � � � K ��� ) then the coefficients at � and � � � � ; � �and � � � are pairwise equal, therefore for � � � ������� � � � � :
 � � � � � � � � � � � �  �� and � � � , � � � � � �� ��For � � � � the coefficients at � � � and � � are also equal, so (1) holds inthis case too. By Theorem 2.4.2 is distance-regular antipodal if and only if, � � � � � for � � ������� � � � � � � � � ������� K (and �� � � , ��� � � � ), so theconditions obtained are equivalent to:
 , � � , � � � � � � � � for � � � ������� � � � � and � � � for � � � ������� � � �which means that is a � �  �� -cover of a distance-regular graph � withintersection arrays as desired.
 Now, suppose thatK
 is odd (i.e.,K �   � � � , i.e., � � � � � � ). For � � � �
 the coefficients at � � � � and � � � are equal which implies (1) for � � � � .Since ��� � � � � is equivalent to � � � � K � � the equation (1) also holds for� �  ���� � � � � � � � , the first equation in (2) holds for � � � ������� � � � � � and thesecond for � � � ������� � � � �   . The obtained conditions are equivalent to
 , � � , � � � � � � � � and � � � for � � � ������� � � �If we denote � � with � (
 � � by monotonicity of � ), then �%� � �2, � � � � �implies , � � � � � � � � ��� � � � � and therefore is an � �  �� -cover withparameter � of a distance-regular graph � (i.e., �"� �  �� � ��   ) with intersectionarrays as desired. (Brouwer has noted that the use of matrices can be avoided byobserving the distance partition of corresponding to a vertex and, as above,using Theorem 2.4.2)
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 Now, we reverse merging. This provides, together with Proposition 5.3.2,a characterization of the antipodal distance-regular graphs in which mergingof the first and the last class gives a distance-regular graph. This generalizesBrouwer’s theorem (Theorem 3.3.1) and our Theorem 5.2.2.
 5.3.3 THEOREM (Jurisic [93]). If � is a distance-regular graph with thesame intersection array as in Proposition 5.3.2, � � ��� � � � � � � � � �   anda partition � of its vertex set into � �  �� -cliques such that there is a perfectmatching or nothing between any pair of these cliques, then the quotient graph� � � is distance-regular with the same intersection array as � . Deletion ofthe edges contained in the members of � produces a distance-regular antipodalcover of the quotient graph with the same intersection array as the graph inProposition 5.3.2.
 Proof. Let � be a distance-regular graph of diameter � �   with intersectionarray and clique partition  � ������� �� � as required. Let � be the quotient graphof � corresponding to the clique partition. We use induction to prove that � isdistance-regular. Consider the distance partition of � corresponding to a vertex� � � � � �
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 Figure 5.2: The distance partition of the graph � corresponding to the vertex � .
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 and defineK � - � ) � � � �<6 �
 � ��� � � ��� � � � � and � � - � ) � � � �<6 �
 � ��� ��� � � ��� � � � �for � �� ��� � � � � . Let us state:
 (i) � � � � �76:) � � � � � � � and � � � � �76 ) � � � � � � � � � for each clique � �2) � � � � ,
 (ii) there are no edges betweenK � and � � ,
 (iii) � � � �� � � .For � � these conditions evidently hold. Since   � ��� � � � � � ��� � �  we have ����� � � � � � ��� � . Now, suppose that the above conditions hold for� � ������� � � � � �   (see Figure 5.2). Since � � � �� � � � � � � ��� � , alledges between � � � and
 K �lie in the cliques of ) � � � � . Therefore for � � �
 the assumption (ii) implies that   � � � ��� � . From this and from   � � ��� ��� � � � � � the condition (ii) follows for � � � � � . Since � � � ��� � �� wehave ) � � � � ��  � � � � K � � . There are clearly no edges between the sets) � � � � � � and ) � � � � � , so no vertex of
 K � � has neighbours in � � . Thus, by(ii) for ��� � � � , it follows � � � � �� � � � � ��� � � � � � , i.e., the condition(iii) is satisfied for � � � ��� . If � � � �36 ) � � � � � � �   for some � ) � � � � � ,then � � � � �� �   � � � ��� � . Therefore (i) is satisfied for � � ��� � as well. Byinduction � � � � � � � for � � � ������� � � � � and � � � � � � � � � � ��� � � � � � for� �� ������� � � �   .
 For � - � � � and 4�- � ������� � � � the cardinality of the setK   equals
 � � ���� �
 � � ��� ��� � � � � ��� �
 �� ��
 ��� �� � � ���
 � � � �� ��
 ��� ���� 4��� � �   74 � �
 � � ��� 4�   ��� �
 � � � � � ��� �
 �� ��
 ��� ��� 4 � �
 � � ��
 �� ��
 ��� ���� 4��� � �    4 � �
 � � ��� 4�  ���� �
 � �� ��
 ��� ��� � 4 � �
 � � � 4 � �� � � � � � �   4 � �
 � � � �� �
 4 � �� � ����� 4����   ��� � � ��� �
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 WhenK
 is odd we have �   ��� � � 4 , henceK   � � , i.e., � has diameter
 � � � and is distance-regular. WhenK
 is even �  ���� � � � . Similarlyas before  � �� � � � ��� � � � � � . The assumption ������� � � � � ��� � isequivalent to 4 � � therefore
 K   �� � , i.e., the diameter of � is � . Clearly�   � �� � � � � �   ��� � � � �  �� � . Since
 K   � / � � � � - � )   � � ���the number of edges between )  �� � � � � and )   � � � is at least
 �5)   � ��� � � �� �� � � � K   � � � �    4 ���� ����� � 4 � � � � �5)  �� � � ��� � �  �� � � �� �
 Since this is the number of all edges between these two sets, we have �   � �� �� �  �� � , which means that � is distance-regular in the case when
 Kis even
 as well. (Note that this implies � � ��� ��� ����� �� � �   � �� , i.e., ������� � �� � � � ��� �  �� � � .)
 Let be a graph obtained from � by deletion of the edges contained in � ������� �� � . Remember that (ii) states that no vertex in � � is adjacent to a vertexinK � for � �� ������� � � � � . Further, in the graph no vertex of � � is adjacent
 to a vertex inK ��� � or
 K � � for � � ������� � � � � and � � � (withK   � ��� )
 forK
 even. Therefore the diameterK
 of is at least  �� forK
 even and atleast  �� � � for
 Kodd. Since the assumption � � ��� � � � � � � � � implies
 �   ��� � � �  �� � � � � � � forK
 odd and �   � � � ��� �� �  �� � � �� forK
 even, thediameter
 Kreaches the lower bound, is antipodal with
 � � � � ������� � � � � �as its antipodal classes and each geodesic in of length at least � can beextended to a geodesic of length
 K. Hence by Theorem 2.4.2 the graph is
 distance-regular.
 Remarks. (i) For �� and� � K we have the
 K-cube as the double-cover of
 the foldedK
 -cube and the folded � K � � � -cube as the merged graph.
 quotientmerge merge merge
 quotient
 Figure 5.3: Merging in & -cubes.
 (ii) In the case whenK
 is odd the assumption � � ��� � � � � � � � � is not neededfor the construction of � .
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 (iii) For all four intersection arrays mentioned above � � � � � � � � � � � for all� � � , so they include regular near polygons with � � � � , � � � , see Brouweret al. [27, Thm. 6.4.1]. When
 Kis odd note also
 � ��� � ��� ��� ��� � � ������� � ,therefore in this case the regular near polygons are even. If
 K � ! then � is aregular near polygon if and only if � is a regular near polygon. For, trianglesof � lift to triangles in , so the same is true for � � � � � .(iv) All these graphs are of Hamming type (i.e., � � � � for � � � ������� � � and  � � � for � � � ������� � � ��� , where � is an integer less or equal to thediameter), cf. Nomura [107], [108]. For
 K � �Nomura [107, Corollary]
 implies � � ��  � . Rifa and Huguet [116] classified all graphs of Hammingtype with diameter � at least three, � and � � � � � . The only knownexample beside (i) is provided by the binary Golay code, cf. Brouwer et al. [27,pp. 360–362]. Its coset graph is the only distance-regular graph with intersectionarray �   ����   ���  � � � �� ���� � . Its bipartite double merges to the coset graph of theextended binary Golay code with intersection array �   ! ��  ����   ���  � � � �� �� ���   ! � .Koolen [97] pointed out that there are no examples for ��   .
 I would like to thank Brouwer for careful reading of an earlier versionof the above proof. He encouraged me to shorten the proof, overcome someinconsistencies and add a few remarks.
 � 2�<� $ � � ��� �� �������@�+�����=����� �!�"� � ���7$ %�� ��� �� � ����� ��� ���
 In this section we consider merging in diameter five case. An immediatecorollary of Theorem 2.4.2 and Theorem 5.3.1 is the following result:
 5.4.1 PROPOSITION. Let be such an antipodal distance-regular graphthat merging � and results in a distance-regular graph � . Then � isantipodal distance-regular graph (of the same covering index as ) if and onlyif the diameter of is odd.
 In Brouwer et al. [27, p. 150] it is remarked that the assumptions ofthe above proposition imply that the covering index must be two, and that themerging of the first two classes in the antipodal quotient of results in adistance-regular graph again.
 In particular, if in the above proposition has diameter five, then merging � and results in a strongly regular graph � if and only if � � � � � � . Ifthis is the case then the merged graph is a distance-regular graph of diameterthree, i.e., a distance-regular cover of a complete graph.
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 G
 merge
 M(G)
 M(H)H
 Figure 5.4: Merging in antipodal distance-regular graphs of odd diameter.
 Let us further assume that is bipartite. Then it must be, by Proposi-tion 4.3.1, the bipartite double of its antipodal quotient. This implies ����  ,��� and � � � �
 � � � �� � A and thus
 � �   A � � . Now, the integrality ofmultiplicity � � ��  A � � ����� A �� �� � �9A �� �� of � implies that A � � � �� ��"! � �� � .For A ��� the quotient is the Petersen graph which has the Desargues graph asthe bipartite double-cover and the merged graph is the Johnson graph ��� � ����� ,i.e., the unique double-cover of � � � (this is a special case of merging in thebipartite doubles of Odd graphs, see Remark (ii) after Proposition 4.2.18 byBrouwer et al. [27, p. 150]). For A �   the quotient is the folded five-cube, andthe merged graph is the unique double-cover of � � � , see Bussemaker, Mathonand Seidel [35], i.e., halved 6-cube. This is a special case of merging in & -cubes,see Remark (i) after Proposition 4.2.18 by Brouwer et al. [27, p. 150]. The lastgraph also corresponds to the unique strongly regular graph � � ��� � � �"!�� whichis the complement of the point graph of the generalized quadrangle ���� ��� �� ).In the remaining two cases ( A � ! � �� ) intersection arrays of are not feasible.
 The lists of antipodal distance-regular graphs of diameter five in Brouweret al. [27] or Godsil, Jurisic and Schade [69] suggest that the graph must bebipartite.
 When we merge � and � we get a distance-regular graph if and only if� has intersection array �#� � � ��� � �  �� � � � � ��� � � � � � � ��  � and the coveringindex of is �   . The graph � then has the following intersection array:
 �#� � � ��� � � ��� � � � � ��� � �  �� � � � � ��� ��� � � � � �� �� � � � � for � � � �Merging � and $ cannot result in a distance-regular graph, since oth-
 erwise A � �, i.e., � is a complete multipartite graph and these graphs have
 no distance-regular antipodal covers of diameter five, see Proposition 6.1.7.Similarly merging � and cannot yields a distance-regular graph. For, ifwe suppose that � �   , we get   � ��� � ���   ��� ���  �� A � � �   � � � from� � � � � � , but then equality has to hold, i.e., � � � � , � � � � and by themonotonicity of intersection array � � � � � � � � � � �   � � , we obtain a contra-diction. In the case �%�   the product � � � cannot be a linear combination of� � , � , � and we get a contradiction again.
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 Let be a distance-regular graph of diameterK
 . Brouwer (private communi-cation, 1992) noticed that when we define � � ��� � in order to concludethat � � � � � � � � � it is not necessarily to require that is antipodal. Itsuffices that 4 � � � � � � �� for � ��� � � �� �� K � � � K .
 5.5.1 PROPOSITION (Brouwer). Let be a distance-regular graph ofdiameter
 Kwith 4 � � � � � ��� for � �� � � �� �� K . Then � � � � � is
 distance-regular if and only if
 � � �04 � � � � ��� � � �:4 � � � � � K � � � � ��� � � � � � for � � � ������� � � � � �� � � 4 � � � � � � � � �:4 � � ��� � �
 K � � � � ��� � � � � � for �  �������� � � �
 where � � � K �  � and � � � � K � � � �  � . If this holds, then � has parameters
 � � ��� � � � � � 4 � � � � � � � � for � � � ������� � � � � ,� ����� � � � � �04 � � � � ��� � � for � � � ������� � � ,�   ��� � � �   � 4 � �  �� � � � � � �   � 4 � �   � � � � if
 K �  �� � � .This generalizes Proposition 4.2.17(i) in Brouwer et al. [27] and the
 merging in Section 2 of this chapter when � � ! .
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 Perhaps the problem of looking for distance-regular antipodal covers is easierwhen studied in a more general setting. For example, many questions aboutdistance transitive graphs can be answered more elegantly by techniques devel-oped for distance-regular graphs (which contain all distance transitive graphs).In Chapter 4 we have seen Terwilliger’s result which demonstrates that in somecases knowledge of antipodal covers (not necessarily distance-regular) could beused to construct distance-regular antipodal covers of diameter four. In addition,M. Brown (private communication, 1994) showed that subquadrangles in thegeneralized quadrangle �� ! ����� with parameters ��������� are equivalent to certainantipodal double-covers (not necessarily distance-regular) of certain stronglyregular graphs.
 We will demonstrate that very often the condition for covers to be antipodalis restrictive enough to rule them out or to give their characterizations or someparticular constructions. On the other hand, maybe there are too many stronglyregular graphs and our problem of saying something about their (distance-regular) antipodal covers in general does not have a solution. For example,to determine all distance-regular covers of complete graphs is still an openproblem. Therefore it would be good to identify which families of stronglyregular graphs are of particular interest to us. We have mentioned some of themat the end of Chapter 4. In this chapter we will study antipodal covers of somelarge families of strongly regular graphs.
 Let us introduce two such infinite families of strongly regular graphs whichcome from designs. The line graph (also called the block graph) of a designis the graph with lines (i.e., blocks) as vertices and two of them being adjacentwhenever there is a point incident to both lines. The line graph of a 2- �9& � � � � �design with & � � � ��� ��� � � � is strongly regular. As these designs arealso called Steiner systems, their line graphs ) � � �(& � are known as the Steiner
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 graphs. The point graph of a Steiner system is a complete graph, thus the linegraph of the Steiner system ) �� ��(& � is the line graph of the complete graph � � ,also called the triangular graph � �9& � . The line graph of a transversal design� K � � �(& � is also strongly regular for   � � � & . For � �   we get the latticegraph � � � � .
 Strongly regular graphs with the same parameters as their complementsare called conference graphs. They are the only strongly regular graphs thatcould have irrational eigenvalues. Since the multiplicities of eigenvalues areintegral, the only distance-regular antipodal cover of a conference graph is thedecagon. This has been first proved by Van Bon, see Brouwer et al. [27, p. 180].Furthermore, it can be shown that the smallest eigenvalue of a strongly regulargraph must be negative and cannot be �� . The strongly regular graph with thesmallest eigenvalue � � , � �   integral, is with finitely many exceptions, eithera complete multipartite graph, a Steiner graph, or the line graph of a transversaldesign, see Neumaier [105].
 In Section 1, the structure of short cycles in an antipodal cover is investi-gated. It provides a tool to determine when the above two infinite families ofstrongly regular graphs allow antipodal covers. With one trivial exception, noneof these covers is distance-regular. Analysis of this cycle structure also allowsus to construct some antipodal covers. Under a mild restriction a bijective corre-spondence between antipodal covers of a graph and its line graph is establishedin Section 2. Antipodal covers of the lattice graphs and the complete bipartitegraphs are characterized in Section 3.
 ��� � �<���!�<� � ��� ���������@ ��� �7�@�+� ��� ������ $ � � ��� � � ��� ���
 In this section an argument that implies new existence conditions for antipodalcovers is given. We apply it to the complete multipartite graphs, the line graphsof transversal designs and the Steiner graphs.
 It is sometimes convenient to record an � -cover of a graph by arbitrarilyorienting its edges and then defining an arc function from the set of arcs to aset of permutations of order � , cf. Section 3.4. We can change orientation ofany edge, if we replace the corresponding permutation with its inverse. We canchoose this function to be the identity on a spanning tree. The following tworesults have been pointed out to me by Godsil.
 6.1.1 LEMMA (Godsil). Let � be a graph and its antipodal cover ofdiameter
 K. Let be a cycle in � with length less than
 K. Then the matchings
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 between the fibres of corresponding to the edges of form a disjoint unionof � cycles, all of the same length.
 Proof. The definition of an � -cover implies that the matchings corresponding tothe edges of any path in � form in a disjoint union of � paths of the samelength as the path from � .
 Now, suppose that there is an edge � between the beginning and the endof some path � of length less than
 K � � in � . Then the matching in corresponding to � matches the vertices of fibres of the beginning of � with thefibre of the end of � . This matching cannot extend the paths in correspondingto � to paths, since they would begin and end in the same fibre and they wouldhave length less than
 K. Hence these paths in must be extended to the cycles
 we have wanted.
 In other words this lemma states that the product of the values of an arc functionwhich determines on the edges of any cycle of length less than
 Kin � is the
 identity.Van Bon and Brouwer [17], [27, p. 144] found necessary conditions for
 a distance-regular graph to have a distance-regular antipodal cover. They havedealt with the even and the odd diameter cases separately. They have shown thatmost of the classical distance-regular graphs have no distance-regular antipodalcovers, cf. Terwilliger [135]. We first used their results together with Godsil andSchade [69] to rule out almost all distance-regular antipodal covers of Steinergraphs and the line graphs of transversal designs. However, the above toolallows more general study and shorter proofs.
 6.1.2 COROLLARY (Godsil). Let � be a graph of diameter � , girth � andwith a spanning tree of diameter � . If is an antipodal cover of diameter
 K,
 then � � K � � � � . In particular, � has no antipodal covers of diametergreater than   ��� � .
 Gardiner [59], [60] has shown that in an antipodal distance-regular graph thesize of an antipodal class is bounded by the valency, and studied the cases whenthe bound is attained. Recall that   � (resp. � ) denotes the number of commonneighbours of two adjacent vertices (resp. two vertices at distance two). Forantipodal covers with diameter three we obtain the following result.
 6.1.3 LEMMA. Let � be a strongly regular graph with an antipodal � -cover of diameter three. Then � �   � � �� � � . If the diameter of � is at least two,then also � � � � �� .
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 Proof. Let � and & be adjacent vertices of and let�
 be the fibre containing& . Since the diameter of is three, the vertex � is at distance two from each ofthe � � � vertices in
 �   � & � . The middle vertices of the corresponding paths oflength two between � and vertices of
 �   � & � induce distinct common neighboursof the two adjacent vertices of � , thus � � � �   � � �� . The proof of the secondpart is similar.
 This lemma implies that the index of an antipodal cover with diameter three ofthe complete graph � � is & � � at most. When the covering index is & � � theantipodal cover is distance-regular. This forecasts that antipodal covers withmaximum covering index are interesting objects.
 6.1.4 PROPOSITION. An antipodal cover of the line graph � of a transversaldesign � K � ���(& � , � � & , has diameter four when � �   , and diameter threeotherwise.
 Proof. Let be an antipodal � -cover of � determined by an arc function � on� . Suppose that ���   , i.e., � is the lattice graph � � � � , and has diameterthree. Then & �   , and Lemma 6.1.3 implies � �   � � � � � . Moreover(remember the proof of Lemma 6.1.3) this implies that each four-cycle in �has to lift to an eight-cycle in . Hence there exists a colouring of the edges of� with red and blue colours (corresponding to the identity and the nonidentitypermutations of � ) such that each quadrangle contains an odd number of rededges. Then � �
 � � is coloured this way as well. This graph hasnine quadrangles and each edge lies in two of them (for, is naturallyembedded on the torus). If � is the number of quadrangles with three red edges,then ��� � � � � � � �   is the number of all the red edges. Contradiction!
 Now, suppose that ��   and has diameter five. Then by Lemma 6.1.1
 the product of values of � on any triangle or quadrangle is the identity. Let uschoose a spanning tree of diameter two in all the ‘horizontal’ and one ‘vertical’copy of � � . Then their edges determine a spanning tree � of � . We choose anarc function � so that it is the identity on � , therefore it must be the identity onall the edges of those copies of � � . Further, since each edge lies in a quadranglewith at least three edges in those copies of � � , � must be the identity on all theedges.
 Finally, let � �   , the diameter of be at least four, and � be the identityon � . Then � is the identity on all the copies of � � which contain edges of � ,i.e., on all the horizontal and one vertical copy of � � . Any skew edge of � � � �(i.e., not horizontal or vertical) lies in a triangle with two edges in those copies
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 of � � , so � is the identity on all the skew edges. But now, for the same reason,� has to be the identity on all the vertical edges as well.
 It is easy to construct many antipodal double-covers with diameter three ofthe line graph � of a transversal design � K � � �(& � , � �   , We can accomplishthis by assigning the identity permutation to the horizontal and the vertical edgesof � and the non-identity permutation to all the other edges of � .
 Let us verify this construction. By the definition of a cover any two verticesfrom the same fibre are automatically at distance three. Consider vertices � and& of � . There exists a path of length two at most, which uses only identityedges. On the other hand, choose a skew edge incident with � whose other end,� say, has at least one coordinate equal to & . Since such an edge always existswe can extend the path � � � to the path between � and & of length two at most.The product of permutations assigned to the edges of this path is not the identitysince it contains exactly one skew edge. Thus any two vertices from distinctfibres are at distance two at most and our cover must be antipodal.
 Alternatively, if we switch the permutations on some small set of verticaledges from the same clique we can get another antipodal cover. For example,a switching on the edges of any matching of some vertical clique will do.Therefore it seems, that there are many nonisomorphic antipodal double-coverswith diameter three and that there is no sense in classifying them. Note that aline graph of � K � � �(& � is a conference graph when & �   � � � .
 The two-colouring of edges mentioned in the first part of the above proofexists for the & -cube, & ��� . We show how this can be used to obtain a verystraightforward and elementary proof of the following result of Cohen and Tits[51], [27, Prop. 9.2.10(i)], who used the fundamental group and the homologygroup of the & -cube.
 6.1.5 PROPOSITION (Cohen and Tits). There is the unique double-coverof the & -cube � , & � � , having no quadrangles.
 Proof. Let us have � �� � 13131 � � and let � be the spanning tree of � with the following edges: ��� � � , the edges of with one end in � ,the edges of with one end in , ����� , and the edges of � with one end in � � � . Let � be an arc function on � which determines a double-cover havingno quadrangles and is the identity on � . It suffices to prove that there existsa unique two-colouring of edges of � (black for the identity permutation andwhite for the nonidentity permutation) such that each quadrangle contains anodd number of edges of each colour (i.e., each quadrangle lifts to an eight-cycle)and that the edges of � � ��� are black. Note that if we know the colours of three
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 edges of some quadrangle, then we know the colour of the remaining edge aswell. has already three black edges, so the remaining edge is white. Supposethat we already know the colour of each edge in %� , � � � � & . Each edge of theset ��� � � ��  � � � � �@/�� � � �"� lies in a unique quadrangle with the remainingedges in ��� � �"/ � � � � , thus we know a colour of each edge in � � . Notethat the two-colouring of � �   � � �� � is the opposite of the two-colouring of � . By induction we know the whole two-colouring of � . Since we havechecked along the way that all quadrangles contain an odd number of edges ofeach colour, this is a unique double-cover of � having no quadrangles.
 2
 3
 Q
 Q1
 4
 Q
 Q
 Figure 6.1: A two-colouring of the four-cube.
 Note that the first part of the proof of Proposition 6.1.4 implies that noother Hamming graph allows a double-cover, having no quadrangles.
 6.1.6 PROPOSITION. Antipodal covers of Steiner graphs have diameterthree.
 Proof. Let us choose a spanning tree � of a Steiner graph � which contains allthe edges incident with � � � � � � and no edges from ) � � � . Let an arc function� which determines an antipodal cover with diameter at least four be the identityon the edges of this tree. By Lemma 6.1.1 � is the identity on all the edges withboth ends in ) � � � � .
 Now, let � � be any element of ) � � � and � � ) � � � ��60) � � � � � . Denote theintersections of the line � with the lines � and � � by � and , respectively. If� � � is not an edge of � , then there is � � � � ) � � � � such that � � � � � is an edge of� . Denote � 6 � � � and � � 6 � � � by and
 Krespectively. The line through � and
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 K, denoted by �
 �, is adjacent to � , � � , � (or equal to � when ,�� K
 ) and � � �(or equal to � � � when � � ). Since �
 ��2) � � � � , we conclude that, in all these
 cases, � is the identity on edges � � � � and � � � . This implies that � is the identityon all the edges between ) � � � � and ) � � � .
 Finally, since every edge in ) � � � lies in a triangle with a vertex in ) � � � � ,Lemma 6.1.1 implies that � is the identity on all the edges of � .
 An infinite family of antipodal covers of the Steiner graphs will be constructedin the next section. A straightforward consequence of Lemma 6.1.1 is also thenext statement.
 6.1.7 PROPOSITION. An antipodal cover of the complete multipartite graph�  ��� �� , with � � � �   , has diameter four for � �   and diameter three otherwise.
 Antipodal double-covers with diameter three of �  ��� �� with � �   , can beconstructed easily as well. For example, for natural labeling of the vertices of�  ��� �� with � � � ��� for � � � ������� � � and � � � ������� � � , choose � to be the identityon all the edges except � � � �#��� � � � �#� for � �� � � , � ��� ������� � � , when � �   and� ��� � ��� � � � �� �� for � � � ������� � � when � �   .
 The octagon is the only distance-regular antipodal cover of Hamminggraphs, see Van Bon and Brouwer [17]. Therefore it is also the only pos-sible distance-regular antipodal cover of the lattice graphs. This follows fromLemma 6.2.2 and the characterization of distance-regular line graphs in Brouweret al. [27, pp. 148] or, if you prefer, from the fact that multiplicities of eigen-values are integral.
 Gardiner [60] has proved that the diameter of distance-regular antipodalcovers of a graph with diameter � can only be   � or   � � � . Hence the graphswith diameter two can only have distance-regular antipodal covers of diameterfour or five.
 Results in this section are particularly interesting because they yield the fol-lowing conclusion: only finitely many strongly-regular graphs with the smallestintegral eigenvalue � � , � �   , can have distance-regular antipodal covers.
 Let � be a graph and ) a subset of its edges. The closure of ) , denotedby ) , is the subset of � � � � obtained from ) by recursively adding edges from��� ��� �) which form a triangle with edges of ) until no such edge remains.This closure is closely related to that defined in Bondy and Murty [18, pp. 56],
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 which was used to study hamiltonicity of graphs, and whose proof that it is welldefined is very similar. We say that a subset of edges ) is independent if theedges of ) do not induce a cycle.
 6.1.8 LEMMA. Let ) be an independent set of edges of the complete graph��� . Then ) � � � ��� � is equivalent to �5) ��� & � � .Proof. Let � � � � - 4 � � 4 ������� � 4 � be a path in � � . Then � ��� � � � � contains theedges �(4 � � 4 ��� �(4 � � 4 $ ��� ����� � �(4 � � 4 � � . But any edge �(4 � � 4 � � , � � � � �  �������� � � � ,forms a triangle with these edges, so ����� � � � ��� ��� � � � . Now let the edgesof ) induce a tree � in � � . Then ) consists of the edges of a complete graphwith the vertex set
 � � ��� . For, take any two vertices � , & of � , and noticethat the edge ��& lies in the closure of edges of the path of � between � and& . Therefore the condition �5) � ��& � � on independent set ) implies that itsclosure ) contains all the edges of � � . If the set ) induces a graph consistingof at least two connected components then also the closure ) induces a graphconsisting of at least two connected components. So for the independent set )with ) � � � ��� � the edges of ) induce a spanning tree and thus �5) ��� & � � .
 Lemma 6.1.1 is not enough to prove that there are no antipodal coverswith diameter four of the lattice graphs � � � � . For, by Lemma 6.1.8, thereshould be at least & � � edges in each horizontal and each vertical copy of � �on which an arc function is the identity. But these edges are distinct, so therewould be at least   & �9& � � � edges on which an arc function is the identity. Sincethe maximum number of independent edges is & � � , there is no independentsubset of edges whose closure would give us the set of all edges.
 This encourages us to continue to look for examples of antipodal coverswith diameter four of line graphs of transversal designs � K �� ��(& � .� � 2�<� $ � � ��� � � ��� ���:����� � ��� � ���7$ %��
 Lemma 6.1.1 implies that in the case of antipodal covers of diameter at leastfour the cliques of its antipodal quotient “lift” to cliques (see Lemma 6.2.4).This suggests a study of antipodal covers of line graphs.
 A graph is a line graph if and only if its edges can be partitioned into cliquesin such a way that no vertex lies in more than two cliques, see Harary [79, pp.74]. We shall usually identify the vertices of a graph with the cliques of its linegraph. The distance between two sets of vertices is the minimum distance over
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 all pairs of vertices consisting of one vertex from the first set and another fromthe second one.
 6.2.1 LEMMA. Let � be a graph, and let and � be two of its vertices, i.e.,two cliques of its line graph � ��� � . Then dist � � �� � � � dist � � � � � �� � � � � �Proof. Let � � �� � ������� ���� � � be a geodesic in a graph � . Let usdenote the intersection � 6 � � by � � , � �� � � ������� � � � � . Then � � ��� � ������� ��� � � �is a path of length � � � between the vertex of and the vertex of � in � ��� � .Further, let � and & be such vertices of � ��� � from and � respectively thatdist � � � � � � �(& � is minimum over all the choices of � � and & � � and let� � 4 � � 4 � ������� � 4   � & be a geodesic � in � ��� � . Clearly � 6 � / � � ��(4 � � 4   � . Denote by �� the clique of � ��� � which contains the edge 4 ��� � 4 � ,����� ������� � � , and �  � � � . Therefore ��� �� ������� �� �  �� � is a path from to � in � of length � � � . Since the path is a geodesic of length � , we have� � � � � . Further, since the path � is a geodesic of length � we also have��� � � � and we can finally conclude that � � ��� � .
 This result implies that the diameters of a graph and its line graph differ byone at most. Furthermore, if one of them is antipodal with at least two antipodalclasses, then the other one cannot have larger diameter than the first one.
 6.2.2 THEOREM. Let be an antipodal � -cover with diameterK � � of a
 graph � . Then � �� � is an � -cover with diameterK
 of � � �� . If ) � � � � � �@6) � � � �9& � � � for any two adjacent vertices � and & of , then � �� � is anantipodal cover of � � � � .
 G
 L
 L(G)
 L(H)H
 Figure 6.2: Antipodal covers and their line graphs.
 Proof. Evidently the line graph � �� � is an � -cover of � � �� . Since isantipodal, the distance between any two vertices of � �� � is
 Kat most, and the
 vertices in the same fibre of � �� � are at distanceK
 . It remains to show that forany two edges � � � �>& and � � � � which are not in the same fibre, there is apath in of length
 K ��  at most between a vertex incident with � � and a vertexincident with � . We can assume that the distances from � and � to � are at leastK � � . Since is antipodal, we can assume that � �0) � � � � � � . The condition
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 ) � � � � � � 6 ) � � � �9& ��� � is equivalent to ) � � � � � � � ) � �9& �"/2) � � �9& � , sowe can assume that � � ) � �9& � . Then � � )�� � � � � � , since otherwise � � and� would be in the same fibre. Finally, as is antipodal, � �8) � � �9& � , whichimplies the existence of a desired path.
 If is either distance-regular with   � � � � or bipartite, then ) � � � � � �76) � � � �9& ����� for any two adjacent vertices � and & of .
 6.2.3 COROLLARY. Let be a distance-regular antipodal � -cover withdiameter
 Kof a graph � . Then � �� � is an � -cover with diameter
 Kof
 � � �� . The line graph � �� � is an antipodal � -cover of � � �� if and only if  � � � �� ���� .Proof. If   � � � �� � ��� , then for two adjacent vertices � and & of there exists� �0) � � � � � �+6 ) � � � �9& � . If � is a neighbour of � in ) � � � � , then the edges �>&and � � are at distance
 Kand they are not from the same fibre. Therefore the
 fibres of � �� � are not antipodal classes. The converse follows from directlyfrom Theorem 6.2.2.
 IfK � ! or
 K � � and � �   , the condition   � � � �� � �� translates to ‘ beinga triangle free’. Most of the known infinite families of feasible intersection arraysof distance-regular antipodal covers of strongly regular graphs are triangle free,see Brouwer et al. [27, pp. 417–425]. The complete bipartite graph �   �   witha perfect matching deleted is a triangle free distance-regular antipodal double-cover of �   and, by Corollary 6.2.3, its line graph is an antipodal double-coverof � � �   � � ) �� �� � � . The following statement is an obvious consequence ofLemma 6.1.1 and the characterization of a line graph mentioned above:
 6.2.4 LEMMA. Let � be a graph and � an antipodal cover of the line graph� � �� . If � has diameter at least four, then � is a line graph as well.
 The condition on the diameter of an antipodal cover is necessary, since, forexample, the octahedron (i.e., � � � $ � ) has an antipodal double-cover which isnot a line graph.
 The line graph operator is injective for the graphs with the minimumvalency at least two. Restricting to the line graphs which are obtained from thegraphs with the minimum valency at least two, we can define � � � and apply itto a line graph which is an antipodal cover of a line graph.
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 Figure 6.3: The other direction.
 In this case we get a result similar to Theorem 6.2.2:
 6.2.5 THEOREM. Let � and be two graphs with minimum valency at leasttwo. If � �� � is an antipodal � -cover with diameter
 K � ! of � � �� , then isan � -cover with diameter
 Kof � . If the diameter of � is two or if any geodesic
 of lengthK � � in � �� � can be extended to a geodesic of length
 K, then is
 an antipodal cover of � .
 Proof. SinceK � ! , by Lemma 6.1.1, the subgraph of � �� � induced by
 the fibres of vertices of a clique in � � � � consists of disjoint cliques of � �� � .Such sets of cliques of � �� � induce a partition of
 � �� � . The graph is an� -cover of the graph � for this partition. Since the line graph � �� � is antipodal,the graph has diameter
 Kat most. By Lemma 6.2.1 and the fact that the
 minimum valency is at least two, the distance of the cliques which are in thesame fibres of vertices equals
 K.
 To prove that the graph is antipodal and that its antipodal classes arefibres we need to show that for any two vertices and � from different fibresof their distance is strictly less than
 K.
 First, let us suppose that there exists a pair � , ��of vertices from and �
 respectively, and that these two vertices are at distanceK
 . Since and � arenot in the same fibre of this is the only antipodal pair of vertices in these twocliques. Denote by � � the clique which intersects and belongs to the samefibre of as � . Then � � intersects in the vertex � . There exists a vertex & in �   ��� � � which is at distance
 K � � from � . Let ���:4 � � 4 � ������� � 4 � � � � & be ageodesic in � �� � . If 4 � �� � � , then, by Lemma 6.2.1, dist � � � �� � � ��� K � � ,which is impossible. Since the vertex � lies in exactly two cliques whichcorrespond to vertices of , we have 4 � 4 � � and therefore 4 � � . Thusdist � � ��� � ��� K � � .
 It remains to prove that cliques and � which contain no antipodal pairsof vertices are at distance less than
 Kin . Suppose the opposite. Then the
 shortest path between the sets and � has lengthK � � by Lemma 6.2.1.
 Therefore any pair of vertices, one from and the other from � , are at distanceK � � . Let us choose a vertex � � and two vertices & � �(& � �. Since any
 geodesic of lengthK � � can be extended to a geodesic of length
 K, there are
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 two different neighbours � � and � of � which are at distanceK
 from & � and & respectively. Let � � be the clique which contains vertices � , � � and � . Then � � is in the same fibre as � , and hence � contains an antipodal vertex of � .Contradiction!
 The condition on the diameter of an antipodal cover is again necessary.Otherwise the line graph of the Petersen graph as distance-regular antipodalthree-fold cover of � � would imply that the Petersen graph is an antipodalthree-fold cover too, which is evidently not true.
 � � 2�<� $ � � ��� � � ��� ��� �������� �
 � ������ �
 �
 Drake [57] has proved that a distance-regular antipodal cover with index � of� � � � is equivalent to a resolvable transversal design � K �9& �(& � � � ��� . In theextremal cases of � , Shad [121] and Delorme [53] have shown that distance-regular antipodal double-covers of � � � � are equivalent to Hadamard matrices,cf. also Shawe-Taylor [122], and Gardiner [59] has shown that distance-regularantipodal covers with maximal index, i.e., � � & , of � � � � are equivalent toaffine planes of order & with a parallel class deleted. We will give a similarcharacterization of antipodal covers of the complete bipartite graphs � � � � andthe lattice graphs � � � � .
 A ‘weak’ resolvable transversal design � � � K �9& � � � is an incidence struc-ture on � & points, partitioned into & groups of size � , and � & distinguished subsets,called lines, such that
 (1) every line intersects each group in exactly one point,(2) parallelism (i.e., being either equal or disjoint) is an equivalence relation
 on the lines,(3) there are & parallel classes, each consisting of � lines (i.e., & resolution
 classes), and(4) there exists a line through any two points if and only if they are from
 different groups.
 Note that (4) implies � � & . If in a weak resolvable transversal design� � � K �9& � � � a number of lines through any two points from different groupsis constant, then this design is a resolvable transversal design � K �9& �(&�� � � � � .Any resolvable transversal design � K �9& �(& � � � ��� satisfies the property (2). Thedual of a resolvable transversal design � K �9& �(& � � � � � is actually a resolvabletransversal design with the same parameters. We are now ready to characterizeantipodal covers of the complete bipartite graphs and the lattice graphs.
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 6.3.1 THEOREM. Antipodal � -covers of � � � � and � � � � are equivalentto ‘weak’ resolvable transversal designs � � � K �9& � ��� . In the extremal case,when �� & , they are equivalent to affine planes of order & with a parallel classdeleted.
 Proof. By Propositions 6.1.7 and 6.1.4 the diameter of an antipodal cover mustbe in both cases equal to four. By Lemma 6.2.4, an antipodal cover of � � � �is the line graph � �� � of a graph and, by Theorem 6.2.5, the graph is anantipodal cover of � � � � . Conversely, an antipodal cover of � � � � is bipartite,thus by Theorem 6.2.2 the line graph � �� � is an antipodal cover of � � � � .Therefore antipodal covers of � � � � and � � � � are equivalent.
 Let � � ��� � be the colour partition of into ‘points’ and ‘lines’ and � thedesign with as the incidence graph. Therefore the fibres of partition � into& groups of size � and � into & classes each consisting of � disjoint lines. Thendiam �� � �   implies (1) and (3) for these classes. The definition of impliesthat any two points (resp. lines) from different fibres have a common neighbour,i.e., lie on a line (resp. intersect in a point) therefore (4) and (2) are satisfiedand � is a weak resolvable transversal design � � � K �9& � ��� . If �� & then anytwo lines are either parallel or they intersect in exactly one point, therefore thedesign is an affine plane with a parallel class deleted.
 Now, we have to verify that the line graph � of the incidence graph , of a‘weak’ resolvable transversal design � is an antipodal cover of � � � � . In thecase �%� & , this follows immediately from Gardiner’s result and Corollary 6.2.3.In general the design � has � & points and each point is on & lines. Hence � & is the number of edges of , and also the number of vertices of � .
 Let 4 � � be two points of � and � , � � two lines of � incident with 4 and �respectively. Then the flags � 4 � � � and ����� � � � are the edges of , and the verticesof � , denoted by & � and & respectively. By the definition of a line graph,these two vertices are adjacent if and only if 4 � � or � � � � (since an incidencegraph is a bipartite graph with the bipartition by points and lines). Let us denotedist � �9& � �(& � by � and assume 4 �� � , � �� � � , i.e., � ��� . Let us determine thepossible values of � .(1) 4 and � are not in the same group. Then let ��� � be a line of � through 4
 and � .(a) At least one of the lines � and � � contains both points 4 and � . Then
 at least one of the vertices � 4 � � � � and ����� � � from � is a commonneighbour of vertices & � , & , and � �   . In all the other cases � �   .
 (b) None of the lines � , � � contains both points 4 and � . Then � 4 � � � , � 4 � � � � � ,����� � � � � , ����� � � � is a path of length three in � and � � � .
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 (2) 4 and � are in the same group.(c) � and � � are not parallel. If � is a point of their intersection, then � 4 � � � ,
 ��� � � � , ��� � � � � , ���#� � � � is a path of length three in � and � � � .(d) � and � � are parallel. In this last possible case there is no path of length
 3, but for   � � �   � there is a path of length four � 4 � � � , � 4 � ����� , �   � � �
 �� ,
 �   � � � � , ���#� � � � , where � ��
 is a line through 4 and   , accordingly � � ! .Therefore vertices � 4 � � � and ����� � � � of � are antipodal if and only if 4 �� � , � �� � � ,if the points 4 , � are in the same group and if the lines � , � � are parallel. Since thisis a transitive relation, � is an antipodal graph with diameter four. Its antipodalquotient has the pairs, consisting of a group and a parallel class of � , as vertices,two vertices ��� � �� � � , ��� �� � being adjacent whenever � � � � or � � but not both, thus it is the lattice graph on & vertices.
 Between the antipodal classes corresponding to two adjacent vertices��� � �� � � , ��� �� � we have exactly the edges
 �#� 4 � � � ��� 4 � � � - 4 � � � � � � � � s.t. 4 �� � ; � � s.t. 4 �� � for � � � � and �#� 4 � � ������� � � - � � � ��4 � � � 6 � , � � � 6 � � for � � .
 Finally we can conclude that � really is an antipodal cover of � � � � withindex � .
 We close this section with a construction of a family of antipodal double-coversof � � � � which are not distance-regular. It is not hard to see that a non-distance-regular graph � � is the only antipodal double-cover of � � . (Its linegraph is the only antipodal double-cover of � � .)
 We generalize this example. We start with two copies of the completebipartite graph on   & vertices with a matching deleted. Each copy is an antipodaldouble-cover with diameter three of � � . Now, we connect each vertex of onecopy with the vertex of the other copy which corresponds to its antipodal vertexand we get an antipodal double-cover of � � � � . The existence of this familyimplies that antipodal double-covers of the complete bipartite graphs are notequivalent to Hadamard matrices although distance-regular antipodal double-covers are.
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 The requirement for a cover to be antipodal is restrictive enough that these graphshave a nice combinatorial structure. Our examples show that the structure getseven richer for larger diameter or larger covering index.
 Lemma 6.1.1 and Corollary 6.2.3 seem to be reasonable tools for thestudy of infinite families of feasible arrays of distance-regular antipodal coversof strongly regular graphs, however difficulties arise when there are not enoughtriangles outside maximal cliques, like in the point graph of a generalizedquadrangle.
 Perhaps the correspondence between the antipodal covers of the point andthe line graphs of the same incidence structure can be extended to other graphsderived from incidence structures.
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 � � � ����� � � � � � � � � � � ��� ������� � � ���� � ��� �
 Godsil [67] [64, Lemma 13.5.1] has proved that for a distance-regular graph� of diameter � , not complete multipartite, and non-trivial eigenvalue
 �of �
 with multiplicity � , � � � , implies �  �� � � � . From this he derived that � iseither a cycle or � � ��� � � . This result is very important for the classificationof distance-regular graphs with an eigenvalue of small multiplicity (as opposedto a dual classification of distance-regular graphs with small valency). Veryrecently Koolen [96, Theorem 7.17] has lowered the above upper bound ondiameter to � �  �� � � , with equality if and only if � is a dodecahedron.So far the distance-regular graphs with an eigenvalue of multiplicity eight orless have been determined by Zhu [143], Martin and Zhu [102], Martin andKoolen [96, Section 7.3] (work on multiplicity nine is in progress), while in thevalency case only the distance-regular graphs of valency three and four havebeen determined.
 Brouwer et al. [27, p. 182] stated the following problems:
 (i) Does in a distance-regular graph � the condition � � � together with� �   imply that � is antipodal?(ii) Does in a distance-regular graph � of diameter � the condition � � � � ���
 together with� �   and � imply that � is antipodal?
 Motivated by the above project of classifying graphs with small multiplicity andthese two problems we study distance-regular graphs with ��� � � in Section 7.1.The main result of this section is the following statement, which is joint workwith Araya and Hiraki [6]. If � is a distance-regular graph of diameter � , valency� �   and �   � � for � � � �   , then � is an antipodal double-cover. If we excludeantipodal double-covers from our study (or assume that we already know all ofthem), then this result translates to: �   � � implies � �   � . The above resultimplies that if � �   is the multiplicity of an eigenvalue of the adjacency matrixof � , and if � is not an antipodal double-cover, then � �  �� � � .
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 We say that a path � of a distance-regular graph � is dependent if itsvertices in the graph representation corresponding to some eigenvalue of � aredependent vectors. Let
 �be an eigenvalue of a distance-regular graph � and
 � � its multiplicity. If we assume that for some fixed integer � all the paths on �vertices are dependent, then the dimension of corresponding eigenspace is � � �at the most, i.e., we have � � � � � � . A project of determining all the graphswith small multiplicity is going on for some time but no new distance-regulargraphs have been encountered. It might be better to look for distance-regulargraphs which satisfy the conditions that there is a path � on � vertices which isdependent and � � � � � � (which implies that at least one path on � verticesis not dependent). Geodesics are good candidates for dependent paths. Wesearch for distance-regular graphs whose geodesics on � vertices are dependentin Section 7.2. As in such graphs � � � � � (see Lemma 7.2.1), this study isclosely connected with the previous section. Computations in this search aresimplified, if we can factor the determinant of the Gram matrix correspondingto the representations of vertices of a geodesic. This motivates us to obtain anauxiliary result, a factorization of the determinant of a Toplitz matrix into theproduct of two determinants of approximately half the original size.
 ��� � ��������������������� �!�"�#������$�%�� �2!� %��  � �
 We start this section by demonstrating in one particular example how usefuldistance distribution diagrams are when we study distance-regular graphs. Thenwe state the main result of this section, which is motivated by the above example.Along the way we report the progress in determining distance-regular graphswith � � � and distance-regular graphs with � � � . A byproduct is a newinfinite family of feasible intersection arrays of antipodal distance-regular graphsof diameter four. This section is joint work with Araya and Hiraki.
 Suppose that � is a distance-regular graph of diameter � with � � � . ByGodsil’s diameter bound [64, Lemma 13.5.3], [27, Lemma 5.3.1], the diameter� of � is five at the most. By Lambeck [99], [27, p. 172] (cf. Brouwer etal. [27, p. 156]), only the dodecahedron meets this upper bound. Suppose that� ��! . Then by monotonicity of the sequence � � � � we have � � � and, byLemma 2.1.1 (d), ��$ � � � � � , hence � � � .
 Let us now assume only � � � , � � � and � � ! . Let � and & be verticesof � which are at distance four and let us observe the distance distributiondiagram corresponding to ��� �</ � & � , see Figure 7.1 (
 K �� - � ) � � � � 6 ) � �9& � , arcsdenote corresponding � � ’s and � � ’s, and only filled circles are known to containnonempty sets). For ) � � � � � we denote by ��) the set of edges with exactly
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 one end in ) . Then � � � implies
 � K � 6 � �K �$./ K $ � ��� and � K � 6 � � K $ � / K $ � ��� �
 Similarly � � � implies
 � K 6 � �K /
 K /K � ��� �
 Suppose  �$ � . ThenK $ � � K �$ � � , and hence
 K $ �
 K $ � � . AsK � � implies that � is antipodal with index two, we assume additionallyK �� � . For � �K � ) � � �76 ) �9& � we have ) ��� ��68) $ � � � � K $ and
 ) ��� �<60) �9& �� K /
 K /K $ . From � � � it follows �5) ��� �@6 K $ ����� , so
 by � � � we have � � � � � � � � � � , which contradicts monotonicity of the
 sequence � � � � .D
 D4 D
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 Figure 7.1: A distance distribution diagram.
 Now we assume   $ �� , i.e.,K $ � �� ���� K �$ . A vertex in
 K $ � has � $neighbours in
 K . For � �K we have
 ) ��� �<6 ) � � �� ) ��� �<6 K
 � ) ��� ��6#) �9& � �which implies � � � and so � � � � � . By Brouwer et al. [27, Thm. 5.4.1],we have � � � . But since ) ��� ��6#) �9& � �
 K /K /
 K $ , we have
 � K 6 � �K /
 K $ � ��� and � K 6 � �K /
 K $ � ��� �
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 SinceK has, by � � � � � , exactly � $ vertices and valency   �
 � ��� � � �� �   , we have ��$ � � � � and  #$ � � . This implies (seeK �$ ) that �� (this
 is implied in � � � by [27, Lemma 5.3.1 (3d)] as well),K �$ � K $� � � for
 � �  ������"! , and, by � � � and � � � for a vertex inK also � K 6 �
 K � ��� .Finally a vertex in
 K � has valency two and � must be a cycle on nine vertices.
 We have learned that for a distance-regular graph � with � � � , � � �and � � ! one of the following statements is true:
 (a)   $ ��� and � is a cycle on nine vertices,(b)   $ �� and � is an antipodal graph with index two and � � � .
 Lambeck [98, Prop. 2.8] has first shown that a distance-regular graph ofdiameter � � ! and valency
 � �   with � � � must be antipodal double-cover.The above proof was derived in a collaboration with Araya, Hiraki during theauthor’s visit to Japan (Algebraic Combinatorics Conference in Fukuoka, 1993).The graphic method of deriving our proof has motivated us to obtain the mainresult of this section.
 7.1.1 THEOREM (Araya, Hiraki and Jurisic [6]). Let � be a distance-regular graph of diameter � and valency
 � �   . If �   � � and   � � � , then �is an antipodal double-cover.
 We postpone presenting the proof of this result until the end of this section.This result improves the main result of Suzuki [128], generalizes Lambeck [98,Prop. 2.8] (cf. Brouwer et al. [28, p. 11]) and gives a partial answer to Problem(ii) in Brouwer et al. [27, p. 182]. As an immediate consequence we have thefollowing result:
 7.1.2 COROLLARY (Araya, Hiraki and Jurisic [6]). Let � be a distance-regular graph of diameter � . Let � �   be the multiplicity of an eigenvalue of� . If � is not an antipodal double-cover, then we have � �  �� � � .
 Proof. Straightforward. See Brouwer et al. [27, Proposition 4.4.8 or Theo-rem 5.3.2], Godsil [67] or Godsil [64, Lemma 13.5.1 and Theorem 13.5.3].
 Let us now consider the diameter four case more carefully.
 7.1.3 PROPOSITION. Let � be a distance-regular graph of diameter � � ! ,valency
 � �   , � � � and � � � . Then   � �� and � is an antipodal double-cover of a strongly regular graph with parameters � � � �(A �%� � & � � � �� �� ,for an integer & not divisible by four.
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 Proof. If  �� then, by Proposition 4.2.1, antipodality of � implies ��! � �  � for an integer   ��  . As
 � � � � we have   � �   . Now considerthe antipodal quotient of � , which is a strongly regular graph with A �   .Among strongly regular graphs only the conference graphs allow nonintegereigenvalues, see Brouwer et al. [27, Theorem 1.3.1(ii)]. As J.T.M van Bon [27,p. 180] observed that conference graphs have no antipodal covers of diameterfour (cf. the remark after Proposition 4.2.1), we obtain from the expression forthe nontrivial eigenvalue in Proposition 4.1.1 that
 � ! � � ! � ! � � �  �� � ! � � �  �� ��� �for some integer � � . Therefore   � � � �   � � ���   � � � � ! � � � � � and� �   �   �   implies     � ! � � , which is impossible. Thus � and! � � � � ����� , so
 � � & �� � , for an integer & . Hence � is an antipodal double-cover with diameter four of a strongly regular graph with valency & �� � , ���and A �   . If the antipodal quotient of � has & vertices, then its eigenvaluesare
 �� � & � � , � � & � � , � $ � � & � � , with multiplicities � � � � ,
 � � � & � � ��� & � & �  �� � ! , and � $ � & � � � � respectively. Therefore& is not divisible by four.
 Remark: � has a feasible intersection array
 � & � � �"& � � � � � � � � �"& �"& � ��� �For & �   we get the Wells graph and for & � � there is no such graph � , sinceit would cover the Gewirtz graph, see Brouwer et al. [27, Proposition 11.4.5].We have already met the quotients of this family in Section 5.2.
 In the remaining part of this section we prove Theorem 7.1.1. Let� � and�
 be antipodal classes such that there is a matching between them. Choose� �   � � � and & � � � �
 so that � is adjacent to & and   is adjacent to � . Then forthe quadruple � � �(& � � �   � the following equations hold dist � � �   � � dist �9& � � � �� , dist � � � � ��� dist �9& �   � � � � � and dist � � �(& � � dist ��� �   � � � (see Figure7.2). A quadruple of vertices with these properties will be called a box.
 d1
 d
 d- 1
 d- 1
 1
 Figure 7.2: Distances in a box.
 For vertices � and & in a graph � at distance � , let � � � � �(& ��� ) � � � �36 ) � �9& � ,, � � � �(& � � ) � � � � �@6�) � �9& � , and � � � �(& � � ) � � � � � �@6#) � �9& � . Now we shallderive some results about boxes.
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 7.1.4 LEMMA. Let � be a distance-regular graph of diameter � . If � hasno boxes, then we have
 ��� ��� � � �   � �
 Proof. Let � and�
 be vertices in � at distance � . Let � � � � � � � � ,� � � � � � � � and ) ��� � � � � � � . Note that � � � � � � � � � � , �5) � �   � and) � � � � � � / ) , since
 � �   � � � � , i.e., � � �� . Let � � � � � � ��� � � � ) � � �� � dist � � � � � � � � . We count the elements of � in two ways. Take � ��� andconsider the set ) � �����+6 ) � � � � . Since dist � � � � ��� � � � and ) � � � � � �8/ ) ,we have � � � ��� �5) � ��� ��68) � � � � � � �5) � ������6 � � � �5) � �����76 ) � . Supposethere exists a vertex � in ) � ��� ��6 � . Then the quadruple � � � � � � � � � is a box,which contradicts our assumption. Hence we have ��� � � � �5) �#����� 6 ) � , andtherefore � � ��� � � � ���� � � � ��� ���� � � . On the other hand, take � � ) . Sincedist � � � � ��� � and � � ) � � � � , we have   � � �5) � � ����6 ) � � � � � � �5) � � �#��6�� � .This implies � � � � �5) �   � �   � .
 The following result provides an important inequality for a graph with�   � � if it contains a box.
 7.1.5 PROPOSITION. Let � be a distance-regular graph of diameter � with�   � � for some � � � . If � contains a box, then we have
 � � ��� � � � � � � � � � � � � � � � � � for ��� � � � � � �Proof. Let � �(& � � �   be vertices in � such that the quadruple � � �(& � � �   � isa box. Take any � � � � ��� �   � � then � � � �9& � � � � i.e., � �9& � ��� �� � (asotherwise ��� � � � � , � � � �9& �   � is contradicting � � � � � � ), and � �9& � �#� �� �9& � � ��� � � � � � � � � � � � This implies
 �   � /�� � �   � � � � ���9& � � � � � � � � � � � � �
 Thus we have � � � � � � � �   � � � � ��� � � � . Hence our assertion holds for ��� �and we may assume now that � � � � Take a vertex 4 � ) � � � � � � 6 ) � � � ��� � . By� � � � � � � � � , we set � ��� � � � � ��� � 4 � . It is clear that dist �   � 4 � � � � ����� ,dist �9& � 4 � � � , dist �   � � � � � � � , dist � � � ��� � � and dist �9& � ��� � � � � . Inorder to prove the statement, it is sufficient to show
 , � � � ��� � 4 � � , � � � � �   � 4 � � � �9& � 4 � � � � � � � � 4 � � ��� �
 Take any � � , � � � ��� � 4 � � , � � � � �   � 4 � . Note that dist ��� � �#��� � � � � �and dist �   � �#� �� � � � �   . Since dist ��� � ��� � � � � � � , we have � �� � .
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 Claim 1. dist �   � ����� ��� � � � . Since dist �   � � ��� � and dist ��� � ����� ��� � � � ,we have dist �   � �#� � � � � � � � � � � ��� . If dist �   � �#� � � � � , then � �� ��� � � � � � �   � 4 � . This contradicts the inequality � � � � � � � � � � ��� . Hence wehave dist �   � �#� � � � � � � .Claim 2. dist � � � ��� � � � � . Since dist � � � 4 � � � � � and dist � 4 � �#� � � , wehave dist � � � �#� � � � �  �� � � � � � � . Suppose dist � � � �#�%� � . Then we have��� � � � � , � � � � � � 4 � , which contradicts � � � � � � . Suppose dist � � � �#��� � �   .Then we have
 � � dist � � �   ��� dist � � � �#��� dist � � �   ��� � � �  ���� � � � � � � ��� � � � �
 This is a contradiction. Hence we have dist � � � �#��� � � � and therefore also� �� � � � � � � 4 � .Claim 3. dist �9& � �#��� � � � , i.e., � � � �9& � 4 � . Since dist �9& � 4 � � � anddist � 4 � �#� � � , we have dist �9& � �#� � � � � � � � � � � ��� . Suppose dist �9& � �#� �� ��� . Then we have ��� � � � � , � �9& � 4 � , which contradicts � � � � . Let� � � � � � � � 13131 � � � � � � �   be a shortest path connecting � and  . It is clear that dist � � � � � ��� � � � � � for � � � � � � � � . Since� � � � � � � , we have , � � � � � � � � � � � ��� � � � for � � � � � � . Supposedist �9& � �#� � � . Then � � � � � �(& � and , � �9& � �#� � , � � � � � � �#� � ��� � � , whichimplies , � �9& � �#� � , � � � � � � ��� . Inductively, we have � � � � � � ���(& � and, � � �9& � � � � � , � � � � � � � � � � � ��� � � � for � ��� � � � � � . In particular,we have dist �9& � � � � � � � � . Note that � � � � �� � , since dist ��� � �#� � � � � � � .Then we have ��� � � � � � � � , � � � �9& �   � . This contradicts � � � � � � . Therefore,we obtain ( � ).
 Next lemma shows that a graph which satisfies the assumption of Theo-rem 7.1.1 contains a box.
 7.1.6 LEMMA. Let � be a distance-regular graph of diameter � and valency� �   . If �   � � and   � � � , then the following statements hold:(1)   � � � for   � � � � � ,(2) � contains boxes.
 Proof. (1) Let   � � ��� � . Let � and & be vertices of � at distance � and take� � ) � �   � � � 6�)   �9& � . Let ����� � � � �(& � . Now we show that � � )   � ��� � 6�) � �9& � .Let ��� � . It is clear that dist ��� � �#� � ��� � � � ��� . Suppose dist ��� � �#� � � . Let��� & � � & � � 13131 � &   � & be a path connecting � and & and ��� � � � � � �13131 � �   � � such a path connecting � and � . It is easy to see that vertices & � and� � are in ) � �   � � � � for � � � � . By monotonicity of the sequence � � � � and
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 the condition � � � � � , we have �� �   � �   � � 13131 � � � �   � 13131 � � � � � .Thus we have � � � & � for � � � � . This contradicts & �� � . Hence we have� � )   � ��� �<6#) � �9& � . Therefore   � � �   � � .(2) Note that   � � � . Suppose � contains no boxes. Then from Lemma 7.1.4we have � � �   � � � . This contradicts   � � � � � � �   .
 Proof of Theorem 7.1.1. Let � be a distance-regular graph with valency� �   ,
 �   � � and diameter � �   � . We need to show that
 � � � � � � � ��� �holds for � � � � � . We have � � �   � 13131 � � � �   � 13131 � ��� � � . By��� � � � ��� for � � � , we also have � � � � � 13131 � ��� �   . Hence ( � ) holds for� ��� � � � � . Since, by Lemma 7.1.6, the graph � contains a box, it followsfrom Proposition 7.1.5 that
 � � � � � � � � � � � � � � � 13131 � � � �   � �   �But � � �   � � � �   and the equalities must hold.
 We close this section by mentioning that the work on the case � � � is inprogress. In a collaboration with Araya, Hiraki (private communication, April1994) we have shown:
 7.1.7 PROPOSITION. If � is a distance-regular graph of diameter � and� � � , then � � �
 . If � � �then ��� .
 � � � $ �7��� � �<� � � � � �<� ��� � �� ��������������������� �!�"�#������$�%��
 We start this section by deriving some constraints on distance-regular graphswhich contain a dependent geodesic. This enables us to search for small exam-ples of such graphs. All the known small examples are collected in Table 7.1.This section is joint work with Godsil.
 7.2.1 LEMMA. Let � be a distance-regular graph of diameter � �   andvalency
 � �   , for which a shortest dependent geodesic has � �   vertices.Then � � � � � and � � � � � � � � � �  �� .
 Proof. Let � be a distance-regular graph of diameter � and let � � � be thenumber of vertices in a shortest dependent geodesic. Let
 �be the corresponding
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 eigenvalue and � its multiplicity. As the diameter of a geodesic on � vertices is� � � we have � � � � � .
 Suppose that � � � � � , and let us extend a geodesic � , with ends & and  � ) � � �9& � , to two distinct geodesics � � and � with & as one end and withthe other end in ) � � � �9& � . Let � ��� � � ��6 ) � � � �9& � and � � � � � 6 ) � � � �9& � forsome vertices � and � . By assumption the geodesics � � and � are dependent,so the representations � ��� � and � � � � of � and � can be expressed as linearcombinations of the representations of the vertices of � . However, the scalarproducts of � ��� � with the representations of the vertices of � are the same asthe scalar products of � � � � with the representations of the vertices of � , hence� ��� � � � � � � . As the graph representation is locally injective, by the remark afterTheorem 2.2.10, it follows that � � � � � . The upper bound follows directlyfrom [64, Thm. 13.5.3].
 Note that the above lower bound � � � � � is always attained for anantipodal distance-regular graph of index two (for an eigenvalue which is not aneigenvalue of the antipodal quotient). The main result of the previous section,Theorem 7.1.1, enables us to lower the above upper bound on diameter to   � � �if we exclude antipodal distance-regular graphs of index two.
 Here is the list of all the examples which appear in Brouwer et al. [27] for� �
 �, beside the double-covers of complete graphs.
 distance-regular graph � � � � ������� � ��� � � min �Dodecahedron � � � � � �� ����   � �Wells graph (double folded � ) � � � �"! ���   ! �Johnson graph � (8,4) � �"! � ��� � �   ! �Halved 8-cube � � � � � ����  �   ! �Desargues graph (double ��� ) � � � �� ��� ����   � !Johnson graph � (10,5) � �"! � ��� � � ��  �   � �Halved 10-cube � � � � � ����  � �"! �   � ��Hamming 5-cube � �� ������"! ���   � �double Gewirtz � �� �� � � ��� ��   �   double 77-graph � �"! � �  �� � ��� � �   �   �double Higman-Sims � � � � � � ��  � ��      �    short., ext. 3-Golay code � �� �� ����  ��    � �   !related to ternary Golay code [27, p. 365, A15] � �� �� � � � � ��  ��  �   �   �related to binary Golay code [27, p. 365, A14] � �� �������  ��  � ��      � � �related to binary Golay code [27, p. 365, A16] � �� ������ � � ��  ��  � ! �   �Johnson graph � (12,6) � �"! � ��� � � ��  ����� �   � � �Halved 12-cube � � � � � ����  � �"! ��� � �   � �  Hamming 6-cube � �� ������"! ����� �   � �double � � � � � �� ��� ����������"!   � �
 Table 7.1: List of small distance-regular graphs with dependent geodesics.
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 As all examples are antipodal covers, we list only parameters � � � � ������� � � � ,the index � of the cover, diameter � and a minimal multiplicity � .
 A Toplitz matrix � is an & & matrix in which two entries are equal ifmagnitude of the difference of their indices is equal, i.e.,
 � � � ����� � � � � � implies � ��� ��� � � ��� �� �
 So the Gram matrix of the representations of the vertices of a geodesic path is aToplitz matrix. In order to make this list we had to check, for many intersectionarrays, if the Toplitz matrix corresponding to its standard sequence equals zero.
 The calculations are simpler if we know how to factorize the determinantof a Toplitz matrix. For example, we have factored
 �����������
 �   � � � �  �   � � ��   �   � �� �   �   �� � �   �  � � � �   �
 �����������
 into ������
 � �    �� � � � �  � � � � �   � �� � �   � � � � �
 ������
 �������
 � �     � � � � �  � � � � �   � �� � �   � � � � �
 ������
 �
 Factorizations of the determinants of up to six-by-six Toplitz matrices can beobtained simply by using Maple, although Maple will not actually give thedeterminants as factors (but it certainly helps to do verifications). The next case,the factorization of the determinant of seven-by-seven Toplitz matrix, is alreadytoo big problem for Maple. However if we guess one factor, then we can useMaple to perform the division and to obtain the other factor. In this case wehave factored �
 ������������
 �   � � � � �  �   � � � ��   �   � � �� �   �   � �� � �   �   �� � � �   �  � � � � �   �
 �������������
 into �������
 � � �  �� � � � �      � � � � �  �� �   �� � �   � � � � �   �  � � �
 �������
 �
 ������
 � � �   � � � � �  � � � � �   � �� � �   � � � � �
 ������
 �
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 After seeing a few of these small factorizations we were able to guess a factor-ization in a general case.
 7.2.2 PROPOSITION.
 det � � det � � det �
 where
 � ��� ��� � � � ��� � � for ��� � � � �� �������� �"& �� � � ��� � � � ��� � � � � � � ��� for � � � � � �� �������� �� & �  ������ � ��� � � � ��� � � � � � � ��� for � � � � � �� �������� �� & �  � �
 where � is one if & is even and zero otherwise, and when & is odd, i.e., & �  �� � �for some integer � , also
 ��� �   � � � � � � for � � � �� �������� � � ���� � � �   � �   � � for � � � �� �������� � � ���� �   � �   � � � �
 (b)
 a e
 f1 b dc
 1
 ab c
 d
 e
 (a) Figure 7.3: Equitable partitions of paths.
 Instead of giving a complete proof of this result, let us show one applicationof equitable partitions. In Figure 7.3 we see two equitable partitions of a pathon six and a path on seven vertices. This implies that the set of columnsand the set of rows of an & -by- & Toplitz matrix � can be partitioned into� & �  �� parts each, so that the column sums in the corresponding submatricesare all equal (e.g., in the case of six-by-six matrix we take the symmetricpartition � ���"!���� �  ���� ��� � � � � � and in the case of seven-by-seven matrix we take
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 the symmetric partition � ����� ��� �  �� � ��� � � ��� ��� � !�� ). When we substitute thesesubmatrices with their column sums we obtain the matrix � . So its eigenvaluesare also eigenvalues of � . Therefore det � � det � .
 Let us now list some known infinite families of distance-regular graphswhich contain dependent geodesics.
 (1) Johnson graph ����  & �"& � has diameter ��� & and it has a dependent geodesicon ��� � vertices.
 (2) Halved   & -cube has diameter � � & and it has a dependent geodesic on� � � vertices.
 (3) Double Odd graph � � � has diameter � �   & � � and it has a dependentgeodesic on � vertices.
 We finish this section by posing two questions.
 (1) Are there any primitive distance-regular graphs which contain dependentgeodesics?
 (2) Are there any distance-regular graphs of diameter � which contain depen-dent geodesics on � �   vertices?
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 Here we add some material, which is not included in the thesis, hoping thatit will be of some help to a reader unfamiliar with combinatorics. In Section1 we collect basic definitions from graph theory. In Section 2 we introduceincidence structures and relate them to graphs. Section 3 is intended for thosewho have never worked with distance-regular graphs. Finally, we list smallfeasible parameters of antipodal distance-regular graphs of diameter four inSection 4.
 ��� �#����$�%��8%�� ��� �
 We follow Thomassen [139] and Godsil [64]. A graph � is a pair � � � � � � � � ��"� ,where
 � � �� is a finite set of vertices) and ��� �� is a set of unordered pairs �� of vertices called edges. Unless explicitly stated otherwise graphs have neitherloops nor multiple edges. (A directed graph � is a pair � � � �� � � � � �"� , where��� �� is a subset of
 � � � � � � �� . We sometimes view an edge ��� �(& � asbeing formed from two arcs � � �(& � and �9& � � � . Thus some directed graphs canbe viewed as undirected graphs. We say that the edge ��  joins � and   , that itis incident with � and   , and that � and   are neighbours (or also that they areadjacent), denoted by � �   . The valency (also called the degree) of a vertex �is the number of neighbours of � in � . A graph � is
 �-regular if all the vertices
 have valency�
 . The set of neighbours of � is denoted by ) ��� � (or also � ��� � )and we set ,���� ��� ) ��� ��/ � � � (or � ��� � � � ��� �</ � � � ).
 A subgraph of a graph � is a graph with� �� � � � � � � and ���� � �
 ��� �� , and we call it a spanning subgraph if� �� � � � � �� . For � �
 � � �� / � � � � a graph � ��� is obtained from � by deleting � and all the edgesincident with � 6 � � � � . If � � � � � � , then the graph � � � � induced by � isdefined as � � � � � � ��  ��� . The graph induced by ) ��� � is the local graph of �(also called the neighbourhood graph).
 An & -path is a graph with vertices � � � � � ������� � � � and edges � � � � � � , � �� �� �������� �"& . A & -cycle is obtained from an � & � � � -path by adding the edgebetween the two ends (i.e., vertices of valency one). We say that & is the lengthof the & -path and the & -cycle. A graph is connected if any two vertices arejoined by a path. The distance between two vertices is the length of a shortest
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 path between them. The diameter of a graph is the maximum distance betweenany two vertices. The girth of a graph is the length of a shortest cycle. Aconnected graph with no cycles is called a tree. A cycle through all the verticesof � is a Hamiltonian cycle of � . A graph � is bipartite, if there is a partition� � ���� � /0, such that all edges of � join � and , . The complete graph��� is a graph on & vertices with all possible edges (when it is considered as asubgraph, it is also called a clique). If � � � �� ��� & for a graph � and � � has thesame vertex set, then the complement of � is obtained by deleting all the edgesof � in � � . The multipartite graph �   �  �� is the complement of � completegraphs on � vertices, and it is called a complete bipartite graph when � �   .A perfect matching of a graph � (also called a 1-factor) is a spanning subgraphof � with valency one. A graph is geometric when it does not contain � � � � � asa subgraph, i.e., when we can partition the edges with the maximal cliques.
 The line graph � � �� of a graph � is the graph whose vertex set is ��� ��such that two vertices are adjacent in � � �� if and only if they have a commonend in � . For example, the lattice graph � � ��� is the line graph of thecomplete bipartite graph ����� � . The Cartesian product of two graphs � and is the graph with vertex set
 � � �� � �� � such that ��� � � � and �   �(& � areadjacent if and only if either ���   and � and & are adjacent in , or ��� & and� and   are adjacent in � . The & -cube is the Cartesian product of & copies of� .
 A homomorphism (also called a graph morphism) from a graph � to agraph is a mapping � - � � � ��� � � �� � such that, for any two vertices �and   , � and   are adjacent in � if and only if � ��� � and � �   � are adjacent in . If a homomorphism � is also 1-1 and onto, then it is called an isomorphism,and the graphs � and are said to be isomorphic. If further � � , then theisomorphism is called automorphism. The automorphism group of � partitions� � �� and ��� �� into orbits. A graph is vertex transitive if
 � � � � has only oneorbit.
 A surface is a connected compact topological Hausdorff space which islocally homeomorphic to a disc. By the classification theorem for surfaces,see for example Thomassen [139], Andrews [4] or Gross and Tucker [72], theonly surfaces are )�� , the sphere with � handles, and � � , the sphere with
 �
 crosscaps. If � is a graph drawn on a surface such that the edges are pairwisesimple noncrossing curves, then � partitions ) � or � � into regions, calledfaces. If each face is homeomorphic to a disc, then the embedding is called a2-cell embedding. The genus � � � � (respectively crosscap number � � �� ) is thesmallest number � such that � has an embedding in )   (respectively �   ).Assume now that a connected graph � has a 2-cell embedding in a surface ) ,
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 where ) � ) � or ) � � � . If a number of faces is denoted by � , & � � � � � � � ,and � � � � � � � � , then the Euler’s formula says:
 & � � � � �   �   � � when ) � ) � �and
 & � � � � �   � � � when ) � � � �� � �@�� � � �@�+� ��� � �@��� �7���<�
 We follow Cameron and Van Lint [48]. A � - �9& � � �   � design is a collection of� -subsets called blocks of a set with & elements called points, such that each � -setof points lies in exactly   blocks. We assume that � � � to exclude degeneratecases. If   � � , then a � -design is called a Steiner system, denoted by ) � � � � �(& � .
 In a � -design let � denote the number of blocks containing a given set of �points, with �� � � � . Let ) be some � -set. Then ) is contained in � blocksand each of them contains � � �  � �
 �distinct � -sets with ) as subset. On the other
 hand the set ) can be enlarged to � -set in � � �  � ��
 ways and each of these � -sets iscontained in   blocks. So we conclude:
 � � � �� � � � � �  & � �� � � �Therefore � is independent of ) . This actually means that a � -design is also an� -design, for � � � � . The number of blocks in a design is equal to � andis denoted by � . Every point in a � -design lies in � blocks and this number isoften denoted by � . When � �   we get, from the upper identity for � � , � � �and � � � , � �   , the following:
 � ��� � & and � � � � � � � �9& � � �or
 �� & � �� � � and � �
 & �9& � � ���� � � � �
 For any design with more than one block we have � � & , which is the wellknown Fisher’s inequality. Designs with � � & are called square (or symmetric)and have a property that any two blocks meet in exactly   points.
 A finite projective plane of order & is a Steiner system ) �� ��"& � � �"& � & � � � ,and a finite affine plane of order & is a Steiner system ) �� ��"& �"& � . Arbitrary

Page 134
						

��*�* 17+?+ , � # ���
 projective and affine planes of order & are denoted by � � �� ��"& � and ������ ��"& � ,respectively. For � �   , � ��� � ����� denotes the � -dimensional projective spaceover � � ����� , i.e., the lattice of subspaces of � � � � � -dimensional vector spaceover � � ����� . Let us define a relation on blocks of a design by two blocksbeing related if they are either the same or have no points in common. Than thisrelation is an equivalence relation in an affine plane � � �� ��"& � and its equivalenceclasses are called parallel classes.
 A transversal design � K � ���(& � is a design with blocks of size � and pointspartitioned into � groups of size & , such that two distinct points are contained ina unique block if and only if they are in distinct groups. By theorem of Chowla,Erdos and Straus [50] a � K � � �(& � exists for & � & � � � � and & � � � � � � � � for� � � . Similarly, by theorem of Wilson [141] and Hanani [78], 2- �9& � � � � � designexists for all & � & ��� � � with � ��� � & ��� , ��� � ��� � � & �9& � � � , and & ��� � � � � � � � �for � � � .
 We introduce two important infinite families of strongly regular graphswhich come from the above designs. Let � be a design with a set of points � , aset of blocks , (also called lines), and an incidence relation � � � , (calledalso a set of flags). Then � is equivalently described by the incidence graph,i.e., the bipartite graph with vertex set � / , , and with a point 4 adjacent to ablock � whenever they are incident. By interchanging the roles of points andblocks (lines) we get the so-called dual incidence structure. We can also deriveother kinds of graphs from a design, for example the point graph (called alsothe collinearity graph), with points as vertices and two of them being adjacentwhenever they are collinear, and the line graph with lines as vertices and two ofthem being adjacent whenever there is a point incident to both lines.
 The line graph of a 2- �9& � � � � � design with & � � � ��� ��� � � is stronglyregular with parameters
 & � � � � � �� � ��� & � �
 � � � � � � � ��& � �� � � �   � � � � � � � A � � �
 When in a design � the block size is two, the number of edges of the point graphequals the number of blocks of the design � . In this case the line graph of thedesign � is the line graph of the point graph of � . This justifies the usual name:the line graph of a graph. The line graph of a transversal design � K � ���(& � isalso strongly regular for � � & , with parameters
 & � & � � � ���9& � � � � �� �9& �  ���� � � � � ��� � �  �� �0A � �#� � � � � �For ��   we get the lattice graph � � � � , which is also known as the gridgraph & #& .
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 General subjects of this thesis are symmetry and regularity. The first one isusually described by an automorphism group of an object, and the second oneis expressed by an arithmetical property. Surprisingly the second often impliesthe uniqueness of the object and the existence of many symmetries. There is anintriguing interplay of these two quantities.
 Intuitively we think of symmetry as a property of an object to look thesame when observed from different sides/angles. In this statement we assumesome kind of real picture of the object. Since we draw two or three dimensionalobjects, we usually present them only corresponding to one, two, three,... orat least to a small number of their automorphisms. But this means that smallor at least not too large automorphism group of an object implies the existenceof many different symmetric pictures of the same object. It is time for anillustration of these thoughts.
 Let us consider the Petersen graph. One way to describe this graph is todefine its vertex set to be all two-element subsets of a set � � �� ������"! ��� � , and twovertices to be adjacent if and only if they are disjoint. Similarly, a
 �-element
 subsets of a ��  � � � � -set in general define the Odd graph � � . Permuting thesymbols � �� ������"! ��� evidently does not change the graph, and it is not too difficultto verify that the symmetric group of five symbols � � is the automorphism groupof the Petersen graph. We are all familiar with the following two presentationsof the Petersen graph:
 Figure A.1: The Petersen graph.
 These two presentations exhibit (among other symmetries) a symmetry of or-der five, and a symmetry of order three respectively. Here are three morepresentations which correspond to symmetries of order four, three and two:
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 Figure A.2: The Petersen graph.
 Despite all these nice pictures we still have not found one from which it wouldbe easy to ‘see’ that the Petersen graph is vertex transitive, i.e., each vertex canbe mapped to any other vertex by an element of the automorphism group. Tomake this evident we ‘embed’ the Petersen graph into the dodecahedron drawn‘symmetrically’ on a sphere.
 Figure A.3: The dodecahedron.
 Let us define a graph with the diagonals (or, if you prefer the antipodal pairsof vertices) of the dodecahedron as vertices, and let two of them be adjacent ifand only if they are joined with an edge of the dodecahedron. Then this graphis again the Petersen graph. The vertex transitivity is now obvious. It is alsoevident that any two vertices can be mapped to any other two vertices at the samedistance by an element of the automorphism group. A graph with this propertyis called distance transitive. All these properties can be deduced directly fromthe abstract definition of the Petersen graph and from the fact that we know its
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 automorphism group, but we want to make a point that it is sometimes possibleto obtain the same conclusions by purely combinatorial approach. This turnsout to be very important when we do not know the automorphism group of theobject we study, or the automorphism group is trivial and we cannot get anyhelp from algebraic or group theoretical approach.
 Let us now give some examples of regularities. For instance, we can requirethat each vertex has the same number of neighbours, in which case we say thatthe graph is regular. A variation of this would be to require that the number ofvertices at distance � from a vertex is independent of the choice of a vertex. Thiscertainly has to be true for vertex transitive graphs, since an automorphism ofa graph preserves the distance. Another example of regularity is a requirementthat a graph has no triangles (or some other cycles of given length). We canrephrase this in the following way: any two adjacent vertices have no commonneighbours. Two natural variations of this are:
 (a) any two adjacent vertices have exactly common neighbours,(b) any two nonadjacent vertices have exactly A common neighbours.
 A graph is called strongly regular when it satisfies these two properties. Stronglyregular graphs can also be treated as extremal graphs and have been studiedextensively (for basic properties see [48], [118] and [31]). Since the condition(b), for A �� implies that the diameter of a graph satisfying this property is atmost two, we substitute (b) with:
 (c) any two vertices at distance two have exactly A common neighbours.
 All these properties are implied by distance transitivity. To come even closerto distance transitivity we can require that given any two vertices � , & of �and any integers � and � , the number of vertices at distance � from � and �from & depends only on � , � and the distance between � and & . A connectedgraph satisfying this property is called distance-regular. Connected stronglyregular graphs are exactly distance regular graphs of diameter two. Distance-regular graphs were introduced in late 1950’s by Biggs [13] as a generalizationof distance transitive graphs. As soon as we require enough regularity for someobject, there exists, almost as a rule, a distance-regular graph which is relatedto such an object. Some examples of distance-regular graphs are complete andcomplete multipartite graphs, cycles, & -cubes, 1-skeletons of Platonic solids,the Petersen graph and its line graph. All the above examples are distancetransitive. Obviously, any distance transitive graph is distance-regular, butthere are also distance-regular graphs which are not distance transitive (seefor example [123]). However, there are not many known such examples withdiameter greater than eight, see Brouwer et al. [27, p. 136]. The opposite istrue for small diameters. For example, it is believed that almost all strongly
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 regular graphs are not distance transitive, and for them combinatorial approachbecomes quite important. There are also other occasions when it is easier towork with numerical regularity conditions instead of symmetry conditions.
 Distance-regular graphs are divided into primitive and imprimitive ones.The latter are either antipodal or bipartite (or both) and they give rise to primitivegraphs of at most half the diameter. Therefore the big project of classifyingdistance-regular graphs has two stages:
 (a) find all primitive distance-regular graphs (see Bannai and Ito [8], [9])
 (b) given a distance-regular graph � find all imprimitive graphs, i.e., bipar-tite distance-regular graphs or antipodal distance-regular graphs, calleddistance-regular antipodal covers of � , which give rise to � .
 For example, the dodecahedron is a distance-regular antipodal cover of thePetersen graph. The first part of (b) was studied by Hemmeter [81], [82]. Alot of work has been done on distance-regular antipodal covers of complete andcomplete bipartite graphs. Van Bon and Brouwer [17] used simple geometricarguments to show that most classical distance-regular graphs have no antipodalcovers. More precisely, for diameter at least eight, the only known antipodaldistance-regular graphs are
 0.  �� -gons,1. Johnson graphs ����  � � � � ,2. doubled Odd graphs,3. & -cubes, and4. folded   & -cubes.
 Many antipodal covers of complete graphs indicate that the situation is different(and more interesting) in small diameter cases, and this is the central theme ofthis thesis.
 � � ��� ��� �?�<��� �7�!� $��"��� �<� �7��� � �������
 In Section 4.4 we mentioned how a list of feasible parameters of distance-regular antipodal covers of strongly regular graphs can be obtained. Herewe list the intersection arrays with valency at most 100 in the diameter fourcase. The uniqueness of the Soicher graph, the distance-regular antipodal coverof the strongly regular graph with parameters � � � �"! � � � ��  !�� (i.e., the secondsubconstituent of the McLaughlin graph), has been shown by Brouwer et al.[28, Theorem 11.4.6].
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� � F �� � ��� �?� ��� � � ��� � � � ��� �G��� �����������K M$F ��* �
 distance partition eigenvalues and multiplicities intersection array! � = 32 = 1+5+20+5+1 51 2 � 28 110 � 2 � 28 � 35 � 5 � 4 � 1 � 1; 1 � 1 � 4 � 5 �! � = 45 = 1+6+24+12+2 61 312 19 � 218 � 35 � 6 � 4 � 2 � 1; 1 � 1 � 4 � 6 �! � = 63 = 1+10+30+20+2 101 512 114 � 230 � 46 � 10 � 6 � 4 � 1; 1 � 2 � 6 � 10 �! � = 70 = 1+16+36+16+1 161 87 220 � 228 � 414 � 16 � 9 � 4 � 1; 1 � 4 � 9 � 16 �? � = 162 = 1+20+120+20+1 201 536 260 � 445 � 720 � 20 � 18 � 3 � 1; 1 � 3 � 18 � 20 �
 � = 243 = 1+20+180+40+2 201 572 260 � 490 � 720 � 20 � 18 � 4 � 1; 1 � 2 � 18 � 20 �? � = 486 = 1+20+360+100+5 201 5180 260 � 4225 � 720 � 20 � 18 � 5 � 1; 1 � 1 � 18 � 20 �? � = 486 = 1+21+420+42+2 211 4 � 6162 3105 � 4 � 6162 � 656 � 21 � 20 � 2 � 1; 1 � 1 � 20 � 21 �? � = 200 = 1+22+154+22+1 221 4 � 750 277 � 4 � 750 � 822 � 22 � 21 � 3 � 1; 1 � 3 � 21 � 22 �? � = 300 = 1+22+231+44+2 221 4 � 7100 277 � 4 � 7100 � 822 � 22 � 21 � 4 � 1; 1 � 2 � 21 � 22 �? � = 600 = 1+22+462+110+5 221 4 � 7250 277 � 4 � 7250 � 822 � 22 � 21 � 5 � 1; 1 � 1 � 21 � 22 �? � = 352 = 1+25+300+25+1 251 588 3120 � 588 � 755 � 25 � 24 � 2 � 1; 1 � 2 � 24 � 25 �? � = 704 = 1+25+600+75+3 251 5264 3120 � 5264 � 755 � 25 � 24 � 3 � 1; 1 � 1 � 24 � 25 �? � = 704 = 1+26+650+26+1 261 5 � 1176 4208 � 5 � 1176 � 6143 � 26 � 25 � 1 � 1; 1 � 1 � 25 � 26 �? � = 264 = 1+27+180+54+2 271 944 355 � 3132 � 632 � 27 � 20 � 6 � 1; 1 � 3 � 20 � 27 �! � = 128 = 1+28+70+28+1 281 148 428 � 256 � 435 � 28 � 15 � 6 � 1; 1 � 6 � 15 � 28 �? � = 210 = 1+32+144+32+1 321 835 284 � 470 � 1020 � 32 � 27 � 6 � 1; 1 � 6 � 27 � 32 �? � = 315 = 1+32+216+64+2 321 870 284 � 4140 � 1020 � 32 � 27 � 8 � 1; 1 � 4 � 27 � 32 �? � = 420 = 1+32+288+96+3 321 8105 284 � 4210 � 1020 � 32 � 27 � 9 � 1; 1 � 3 � 27 � 32 �? � = 630 = 1+32+432+160+5 321 8175 284 � 4350 � 1020 � 32 � 27 � 10 � 1; 1 � 2 � 27 � 32 �? � = 420 = 1+33+352+33+1 331 5 � 7105 3154 � 5 � 7105 � 955 � 33 � 32 � 3 � 1; 1 � 3 � 32 � 33 �? � = 630 = 1+33+528+66+2 331 5 � 7210 3154 � 5 � 7210 � 955 � 33 � 32 � 4 � 1; 1 � 2 � 32 � 33 �? � = 1260 = 1+33+1056+165+5 331 5 � 7525 3154 � 5 � 7525 � 955 � 33 � 32 � 5 � 1; 1 � 1 � 32 � 33 �? � = 704 = 1+36+630+36+1 361 6176 4231 � 6176 � 8120 � 36 � 35 � 2 � 1; 1 � 2 � 35 � 36 �? � = 1408 = 1+36+1260+108+3 361 6528 4231 � 6528 � 8120 � 36 � 35 � 3 � 1; 1 � 1 � 35 � 36 �? � = 1408 = 1+37+1332+37+1 371 6 � 1352 5407 � 6 � 1352 � 7296 � 37 � 36 � 1 � 1; 1 � 1 � 36 � 37 ���� � = 252 = 1+45+160+45+1 451 1521 390 � 3105 � 935 � 45 � 32 � 9 � 1; 1 � 9 � 32 � 45 �
 � = 378 = 1+45+240+90+2 451 1542 390 � 3210 � 935 � 45 � 32 � 12 � 1; 1 � 6 � 32 � 45 ���� � = 756 = 1+45+480+225+5 451 15105 390 � 3525 � 935 � 45 � 32 � 15 � 1; 1 � 3 � 32 � 45 �? � = 392 = 1+45+300+45+1 451 970 3150 � 5126 � 1145 � 45 � 40 � 6 � 1; 1 � 6 � 40 � 45 �? � = 588 = 1+45+450+90+2 451 9140 3150 � 5252 � 1145 � 45 � 40 � 8 � 1; 1 � 4 � 40 � 45 �? � = 784 = 1+45+600+135+3 451 9210 3150 � 5378 � 1145 � 45 � 40 � 9 � 1; 1 � 3 � 40 � 45 �? � = 1176 = 1+45+900+225+5 451 9350 3150 � 5630 � 1145 � 45 � 40 � 10 � 1; 1 � 2 � 40 � 45 �? � = 2352 = 1+45+1800+495+11 451 9770 3150 � 51386 � 1145 � 45 � 40 � 11 � 1; 1 � 1 � 40 � 45 �? � = 798 = 1+45+660+90+2 451 6 � 7266 3209 � 6 � 7266 � 1256 � 45 � 44 � 6 � 1; 1 � 3 � 44 � 45 �? � = 2394 = 1+45+1980+360+8 451 6 � 71064 3209 � 6 � 71064 � 1256 � 45 � 44 � 8 � 1; 1 � 1 � 44 � 45 �? � = 784 = 1+46+690+46+1 461 6 � 8196 4276 � 6 � 8196 � 10115 � 46 � 45 � 3 � 1; 1 � 3 � 45 � 46 �? � = 1176 = 1+46+1035+92+2 461 6 � 8392 4276 � 6 � 8392 � 10115 � 46 � 45 � 4 � 1; 1 � 2 � 45 � 46 �? � = 2352 = 1+46+2070+230+5 461 6 � 8980 4276 � 6 � 8980 � 10115 � 46 � 45 � 5 � 1; 1 � 1 � 45 � 46 �? � = 1276 = 1+49+1176+49+1 491 7319 5406 � 7319 � 9231 � 49 � 48 � 2 � 1; 1 � 2 � 48 � 49 �? � = 2552 = 1+49+2352+147+3 491 7957 5406 � 7957 � 9231 � 49 � 48 � 3 � 1; 1 � 1 � 48 � 49 �? � = 2552 = 1+50+2450+50+1 501 7 � 1638 6725 � 7 � 1638 � 8550 � 50 � 49 � 1 � 1; 1 � 1 � 49 � 50 �? � = 650 = 1+54+540+54+1 541 9130 4234 � 6195 � 1190 � 54 � 50 � 5 � 1; 1 � 5 � 50 � 54 �? � = 1625 = 1+54+1350+216+4 541 9520 4234 � 6780 � 1190 � 54 � 50 � 8 � 1; 1 � 2 � 50 � 54 �? � = 3250 = 1+55+2970+220+4 551 7 � 41300 5429 � 7 � 41300 � 10220 � 55 � 54 � 4 � 1; 1 � 1 � 54 � 55 ���� � = 324 = 1+56+210+56+1 561 1436 2140 � 4126 � 1621 � 56 � 45 � 12 � 1; 1 � 12 � 45 � 56 �! � = 486 = 1+56+315+112+2 561 1472 2140 � 4252 � 1621 � 56 � 45 � 16 � 1; 1 � 8 � 45 � 56 ���� � = 648 = 1+56+420+168+3 561 14108 2140 � 4378 � 1621 � 56 � 45 � 18 � 1; 1 � 6 � 45 � 56 ���� � = 972 = 1+56+630+280+5 561 14180 2140 � 4630 � 1621 � 56 � 45 � 20 � 1; 1 � 4 � 45 � 56 �
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 ��� � = 1296 = 1+56+840+392+7 561 14252 2140 � 4882 � 1621 � 56 � 45 � 21 � 1; 1 � 3 � 45 � 56 �? � = 648 = 1+57+532+57+1 571 7 � 5162 3266 � 7 � 5162 � 1557 � 57 � 56 � 6 � 1; 1 � 6 � 56 � 57 �? � = 972 = 1+57+798+114+2 571 7 � 5324 3266 � 7 � 5324 � 1557 � 57 � 56 � 8 � 1; 1 � 4 � 56 � 57 �? � = 1296 = 1+57+1064+171+3 571 7 � 5486 3266 � 7 � 5486 � 1557 � 57 � 56 � 9 � 1; 1 � 3 � 56 � 57 �? � = 1944 = 1+57+1596+285+5 571 7 � 5810 3266 � 7 � 5810 � 1557 � 57 � 56 � 10 � 1; 1 � 2 � 56 � 57 �? � = 3888 = 1+57+3192+627+11 571 7 � 51782 3266 � 7 � 51782 � 1557 � 57 � 56 � 11 � 1; 1 � 1 � 56 � 57 �? � = 552 = 1+75+400+75+1 751 1569 3230 � 5207 � 1745 � 75 � 64 � 12 � 1; 1 � 12 � 64 � 75 �? � = 828 = 1+75+600+150+2 751 15138 3230 � 5414 � 1745 � 75 � 64 � 16 � 1; 1 � 8 � 64 � 75 �? � = 1104 = 1+75+800+225+3 751 15207 3230 � 5621 � 1745 � 75 � 64 � 18 � 1; 1 � 6 � 64 � 75 �? � = 1656 = 1+75+1200+375+5 751 15345 3230 � 51035 � 1745 � 75 � 64 � 20 � 1; 1 � 4 � 64 � 75 �? � = 2208 = 1+75+1600+525+7 751 15483 3230 � 51449 � 1745 � 75 � 64 � 21 � 1; 1 � 3 � 64 � 75 �? � = 3312 = 1+75+2400+825+11 751 15759 3230 � 52277 � 1745 � 75 � 64 � 22 � 1; 1 � 2 � 64 � 75 �? � = 1104 = 1+76+950+76+1 761 8 � 7276 4437 � 8 � 7276 � 16114 � 76 � 75 � 6 � 1; 1 � 6 � 75 � 76 �? � = 1656 = 1+76+1425+152+2 761 8 � 7552 4437 � 8 � 7552 � 16114 � 76 � 75 � 8 � 1; 1 � 4 � 75 � 76 �? � = 2208 = 1+76+1900+228+3 761 8 � 7828 4437 � 8 � 7828 � 16114 � 76 � 75 � 9 � 1; 1 � 3 � 75 � 76 �? � = 3312 = 1+76+2850+380+5 761 8 � 71380 4437 � 8 � 71380 � 16114 � 76 � 75 � 10 � 1; 1 � 2 � 75 � 76 �? � = 6624 = 1+76+5700+836+11 761 8 � 73036 4437 � 8 � 73036 � 16114 � 76 � 75 � 11 � 1; 1 � 1 � 75 � 76 �? � = 1080 = 1+77+924+77+1 771 11210 5385 � 7330 � 13154 � 77 � 72 � 6 � 1; 1 � 6 � 72 � 77 �? � = 1620 = 1+77+1386+154+2 771 11420 5385 � 7660 � 13154 � 77 � 72 � 8 � 1; 1 � 4 � 72 � 77 �? � = 2160 = 1+77+1848+231+3 771 11630 5385 � 7990 � 13154 � 77 � 72 � 9 � 1; 1 � 3 � 72 � 77 �? � = 3240 = 1+77+2772+385+5 771 111050 5385 � 71650 � 13154 � 77 � 72 � 10 � 1; 1 � 2 � 72 � 77 �? � = 2160 = 1+78+2002+78+1 781 8 � 8540 6715 � 8 � 8540 � 12364 � 78 � 77 � 3 � 1; 1 � 3 � 77 � 78 �? � = 3240 = 1+78+3003+156+2 781 8 � 81080 6715 � 8 � 81080 � 12364 � 78 � 77 � 4 � 1; 1 � 2 � 77 � 78 �? � = 6480 = 1+78+6006+390+5 781 8 � 82700 6715 � 8 � 82700 � 12364 � 78 � 77 � 5 � 1; 1 � 1 � 77 � 78 �? � = 750 = 1+81+504+162+2 811 2750 6144 � 3450 � 9105 � 81 � 56 � 18 � 1; 1 � 9 � 56 � 81 ���� � = 2250 = 1+81+1512+648+8 811 27200 6144 � 31800 � 9105 � 81 � 56 � 24 � 1; 1 � 3 � 56 � 81 �? � = 3404 = 1+81+3240+81+1 811 9851 71035 � 9851 � 11666 � 81 � 80 � 2 � 1; 1 � 2 � 80 � 81 �? � = 6808 = 1+81+6480+243+3 811 92553 71035 � 92553 � 11666 � 81 � 80 � 3 � 1; 1 � 1 � 80 � 81 �? � = 6808 = 1+82+6642+82+1 821 9 � 11702 81886 � 9 � 11702 � 101517 � 82 � 81 � 1 � 1; 1 � 1 � 81 � 82 �? � = 800 = 1+84+630+84+1 841 14120 4315 � 6280 � 1684 � 84 � 75 � 10 � 1; 1 � 10 � 75 � 84 �? � = 1600 = 1+84+1260+252+3 841 14360 4315 � 6840 � 1684 � 84 � 75 � 15 � 1; 1 � 5 � 75 � 84 �? � = 2000 = 1+84+1575+336+4 841 14480 4315 � 61120 � 1684 � 84 � 75 � 16 � 1; 1 � 4 � 75 � 84 �? � = 4000 = 1+84+3150+756+9 841 141080 4315 � 62520 � 1684 � 84 � 75 � 18 � 1; 1 � 2 � 75 � 84 �? � = 1600 = 1+85+1428+85+1 851 9 � 2400 5595 � 9 � 2400 � 15204 � 85 � 84 � 5 � 1; 1 � 5 � 84 � 85 �? � = 4000 = 1+85+3570+340+4 851 9 � 21600 5595 � 9 � 21600 � 15204 � 85 � 84 � 8 � 1; 1 � 2 � 84 � 85 �? � = 8000 = 1+85+7140+765+9 851 9 � 23600 5595 � 9 � 23600 � 15204 � 85 � 84 � 9 � 1; 1 � 1 � 84 � 85 �? � = 644 = 1+96+450+96+1 961 2446 4252 � 4276 � 1669 � 96 � 75 � 16 � 1; 1 � 16 � 75 � 96 �? � = 1288 = 1+96+900+288+3 961 24138 4252 � 4828 � 1669 � 96 � 75 � 24 � 1; 1 � 8 � 75 � 96 ���� � = 2576 = 1+96+1800+672+7 961 24322 4252 � 41932 � 1669 � 96 � 75 � 28 � 1; 1 � 4 � 75 � 96 �? � = 1650 = 1+96+1456+96+1 961 12330 6572 � 8495 � 14252 � 96 � 91 � 6 � 1; 1 � 6 � 91 � 96 �? � = 2475 = 1+96+2184+192+2 961 12660 6572 � 8990 � 14252 � 96 � 91 � 8 � 1; 1 � 4 � 91 � 96 �? � = 3300 = 1+96+2912+288+3 961 12990 6572 � 81485 � 14252 � 96 � 91 � 9 � 1; 1 � 3 � 91 � 96 �? � = 4950 = 1+96+4368+480+5 961 121650 6572 � 82475 � 14252 � 96 � 91 � 10 � 1; 1 � 2 � 91 � 96 �? � = 3300 = 1+97+3104+97+1 971 9 � 8825 71067 � 9 � 8825 � 13582 � 97 � 96 � 3 � 1; 1 � 3 � 96 � 97 �? � = 4950 = 1+97+4656+194+2 971 9 � 81650 71067 � 9 � 81650 � 13582 � 97 � 96 � 4 � 1; 1 � 2 � 96 � 97 �? � = 9900 = 1+97+9312+485+5 971 9 � 84125 71067 � 9 � 84125 � 13582 � 97 � 96 � 5 � 1; 1 � 1 � 96 � 97 �? � = 3534 = 1+99+3234+198+2 991 9 � 91178 6836 � 9 � 91178 � 15341 � 99 � 98 � 6 � 1; 1 � 3 � 98 � 99 �? � = 10602 = 1+99+9702+792+8 991 9 � 94712 6836 � 9 � 94712 � 15341 � 99 � 98 � 8 � 1; 1 � 1 � 98 � 99 �? � = 5152 = 1+100+4950+100+1 1001 101288 81540 � 101288 � 121035 � 100 � 99 � 2 � 1; 1 � 2 � 99 � 100 �? � = 10304 = 1+100+9900+300+3 1001 103864 81540 � 103864 � 121035 � 100 � 99 � 3 � 1; 1 � 1 � 99 � 100 �
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 symbol definition page
 � � �� adjacency matrix 11� � � �� � -th distance matrix 12� � � � �(& � ) � � � �<6#) � �9& � , where dist � � �(& � � � 111  � intersection number 4 � � � � � � 9� � � & ����� affine geometry 121, * � � � ball of radius � centered at the vertex � 9, � � � �(& � ) � � � � ��6#) � �9& � , where dist � � �(& � � � 111� � intersection number 4 � � � � � � � 3 � � � �(& � ) ��� � � � �<6#) � �9& � , where dist � � �(& � � � 111� � intersection number 4 ��� � � � � � � 3K �� ) � � � �<6#) � �9& � (distance distribution diagram) 108� � K � diam � �� diameter of the graph � 9,119det � determinant of matrix � 114dist ' � � �(& � distance between � and & in the graph � 9� � representation diagram for � 56� � extended generalized quadrangle 63� � graphs 119� � � -th distance graph 10� ��� quotient of � corresponding to the partition � 1,18� � � bipartite double 59� � � � �"� generalized quadrangle 5, 22��� & � � � Johnson graph 61,62�
 valency 9� � valency of the � -th distance graph � � 9�  ��� �� complete multipartite graph 11,120� � � � lattice graph 92   � 9A � 9A � graph the graph induced by
 ) � � � �<6�) � �9& � , for dist � � �(& � �   67� & � � � � � parameter set (of an � -cover of � � ) 28� �� � matrix of eigenvalues of 56
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 � � � � characteristic matrix 13� ��� � Paley graph 30� � ) � � � Payne’s generalized quadrangle 41� � � & ����� projective geometry 1214 ��� � � � intersection number,
 �5) � � � �<6 ) � �9& � � , for dist � � �(& � � � 9, 16� partition 1� covering index (fiber size) 18 � & -cube 95,120�� � ����� orthogonal generalized quadrangle 22� ��� � � � Krein parameter (dual intersection number) 17) � � � neighbourhood 9,119)�* � � � sphere of radius � centered at vertex � 9� ) � � � ��� the � -th subconstituent graph 28) �9& � � � Steiner graph 92� � & � triangular graph 92� � ��� � � ��� � � ��� � � � defined by a complete oval 23� K � � �(& � transversal design 92,121� � graph representation corresponding to eigenvalue
 �15
 � � � ��� � unitary (or Hermitean) generalized quadrangle 23& � ��� � 12�9& � � � � ������� �(& � � � �"� left eigenvector of the tridiagonal matrix 15�� star (the set of points collinear with � ) 41������� symplectic (or null) generalized quadrangle 22� � � K � � �(& � weak resolvable transversal design 102� � ��� � 14,15��� � � � � ������� � � � � � �"� sequence of cosines corresponding to
 �14
 ��) a set of edges with exactly one end in ) � � � �� 109�
 direct product of graphs 59�
 Kronecker product of matrices 77� is adjacent to 119
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 Aabsolute bound, 17adjacency matrix, 11antipodal
 cover, � -cover, 4, 18class, 4graph, 4quotient, 11
 arc function, 43, �  association scheme, 16
 Bball, 9Berlekamp-van Lint-Seidel graph, 7, 82Bose-Mesner algebra, 16box, 111
 Ccharacteristic matrix, 13Clebsch graph, 80closure, 97collinearity graph, 4,122conference graph, 56, �   , 95cover (of a graph), 4, 17covering spread, 41covering index, 4cube, & -cube, 3, 87, 95, 120cyclic cover, 39cyclic spread, 44
 DDesargues graph, 59, 89dependent path, 108distance distribution diagram, 108distance matrix, 12distance partition, 1distance transitive, 3, 124distance, 9, 119distance-regular graph,   , 9, 12, 125distance-regular antipodal cover, 18dodecahedron, 1
 Eelliptic quadratic form, 48equitable partitions, � , 13extended generalized quadrangle, 63( � � )
 Ffeasible parameter set (
 K � � ), 28,50feasible intersection array (
 K � ! ��� ), 61,62fibre, 4, 17flat, 22folded graph, 11fusion, 75
 Ggeneralized Odd graph, 59generalized quadrangle ( � ), 4, 5,     , 147
 orthogonal ( ), 22symplectic ( � ), 22unitary (� ), 23
 geodesic, 18Gewirtz graph, 61, 80, 82Gram matrix, 116
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 G (cont.)graph, 119
 antipodal, 4Berlekamp-vanLint-Seidel 7, 82Clebsch, 80collinearity, 4, 122conference, 56, �   , 95Desargues, 59, 89distance-regular,   , 9, 12, 125distance-transitive, 3, 124folded, 11generalized Odd, 59Gewirtz, 61, 80, 82halved, 11Hermitean forms, 72Higman-Sims, 72, 80Johnson 61, 62, 67, 75, 89,118Klein, 29, 31, 32lattice, 92, 120local, 6, 119Moore, 27Odd, 89, 118, �   �Paley, 28, � , 52Petersen, 1, 52, 72, 73, 80, 89, 102,�
 point, 4, 122representation, 15quotient, 1Shrikhande, 30, 31Steiner, 92strongly regular, 2, 10, � , 125subconstituent, 28triangular, 92two, 27Wells, 72Zara, 66
 Hhalved graph, 11Hermitean forms graph, 72Higman-Sims, 72, 80hyperbolic quadratic form, 48hyperbolic line, 41
 Iicosahedron, 29imprimitive association scheme, 16imprimitive graph, 10intersection array, 3, 10intersection number, 9, 16isotropic points, 22
 JJohnson graph 61, 62, 67, 75, 89, 118
 KKlein graph, 29, 31, 32Krein condition, � � , 28, 56Krein parameters, 17
 Llattice graph, 92, 120line graph of a design, 91local graph, 6, 119locally
 �, 5
 MMathon’s construction, 27matrix of eigenvalues, 56merging, 33, � �Moore graph, 27multiplicity of an eigenvalue, 20A -graph, � � , 67
 Nnear polygon, 5neighbourhood, 9nondegenerate quadratic form, 22nontrivial strongly regular graph, 52
 Ooctahedron, 29, 100Odd graph, 89, 118, �   �orthogonal generalized quadrangle ( ), 22ovoid, 35
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 Pparabolic quadratic form, 48Paley graph, 28, � , 52Petersen graph, 1, 52, 72, 73, 80, 89, 102, �    Platonic solids, 3, 29point graph, 4, 122primitive association scheme, 16primitive graph, 10projection (covering), 17projectively equivalent, 22� -polynomial, 16
 Qquadratic form, 22quadric, 22quotient association scheme, 77quotient graph, 1 -polynomial, � � , 56
 Rrank of a quadratic form, 22regular point, 41regular spread, 41regular thin near & -gon, 59(regular) two graph, 27representation diagram, 56resolution class, 102
 Sserendipitous spread, 44
 sequence of cosines, 14Shrikhande graph, 30, 31spread, 5sphere, 9strongly regular graph, 2, 10, � , 125Steiner graph, 92subalgebra, 77subconstituent graph, 28symplectic generalized quadrangle ( � ), 22switching (substituting), 43
 Ttetrahedron, 29transversal design, 92, 121triangular graph, 92Toplitz matrix, 116
 Uunmerging (splitting), 34, 78, 80, 85unitary generalized quadrangle (� ), 22
 Wweak resolvable transversal design, 102(WRTD)Wells graph, 72
 ZZara graph, 66
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