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Chapter 3
 Geometry of convex functions
 The link between convex sets and convex functions is via the epigraph: Afunction is convex if and only if its epigraph is a convex set.
 −Werner Fenchel
 We limit our treatment of multidimensional functions3.1 to finite-dimensional Euclideanspace. Then an icon for a one-dimensional (real) convex function is bowl-shaped(Figure 83), whereas the concave icon is the inverted bowl; respectively characterized by aunique global minimum and maximum whose existence is assumed. Because of this simplerelationship, usage of the term convexity is often implicitly inclusive of concavity. Despiteiconic imagery, the reader is reminded that the set of all convex, concave, quasiconvex,and quasiconcave functions contains the monotonic functions [234] [247, §2.3.5].
 3.1 Convex real and vector-valued function
 Vector-valued function
 f(X) : Rp×k→RM =
 f1(X)...
 fM (X)
 (504)
 assigns each X in its domain dom f (a subset of ambient vector space Rp×k) to a specificelement [294, p.3] of its range (a subset of RM ). Function f(X) is linear in X on itsdomain if and only if, for each and every Y,Z∈dom f and α , β∈R
 f(α Y + βZ) = αf(Y ) + βf(Z ) (505)
 A vector-valued function f(X) : Rp×k→RM is convex in X if and only if dom f is aconvex set and, for each and every Y,Z∈dom f and 0≤µ≤1
 f(µ Y + (1 − µ)Z) ¹R
 M+
 µf(Y ) + (1 − µ)f(Z ) (506)
 3.1 vector- or matrix-valued functions including the real functions. Appendix D, with its tables of first-and second-order gradients, is the practical adjunct to this chapter.
 Dattorro, Convex Optimization Euclidean Distance Geometry 2ε, Mεβoo, v2018.09.21. 169
 https://www.convexoptimization.com/TOOLS/Fenchel1951.pdf
 https://ccrma.stanford.edu/~dattorro
 http://www.convexoptimization.com
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170 CHAPTER 3. GEOMETRY OF CONVEX FUNCTIONS
 (a) (b)
 f1(x) f2(x)
 Figure 72: Convex real functions here have a unique minimizer x⋆. f1(x)=x2 =‖x‖22
 is strictly convex, for x∈R , whereas f2(x)=√
 x2 = |x|=‖x‖2 is convex but not strictly.Strict convexity of a real function is only a sufficient condition for minimizer uniqueness.
 As defined, continuity is implied but not differentiability3.2 (nor smoothness). Apparentlysome, but not all, nonlinear functions are convex. Reversing sense of the inequality flipsthis definition to concavity. Linear (and affine §3.4)3.3 functions attain equality in thisdefinition. Linear functions are therefore simultaneously convex and concave.
 Vector-valued functions are most often compared (189) as in (506) with respect tothe M -dimensional selfdual nonnegative orthant RM
 + , a proper cone.3.4 In this case, thetest prescribed by (506) is simply a comparison on R of each entry fi of a vector-valuedfunction f . (§2.13.4.2.3) The vector-valued function case is therefore a straightforwardgeneralization of conventional convexity theory for a real function. This conclusion followsfrom theory of dual generalized inequalities (§2.13.2.0.1) which asserts
 f convex w.r.t RM+ ⇔ wTf convex ∀w∈ G(RM∗
 + ) (507)
 shown by substitution of the defining inequality (506). Discretization allows relaxation
 (§2.13.4.2.1) of a semiinfinite number of conditions w∈RM∗+ to:
 w∈ G(RM∗+ ) ≡ ei∈ RM , i=1 . . . M (508)
 (the standard basis for RM and a minimal set of generators (§2.8.1.2) for RM+ ) from which
 the stated conclusion follows; id est, the test for convexity of a vector-valued function is acomparison on R of each entry.
 3.1.1 strict convexity
 When f(X) instead satisfies, for each and every distinct Y and Z in dom f and all 0<µ<1on an open interval
 f(µ Y + (1 − µ)Z) ≺R
 M+
 µf(Y ) + (1 − µ)f(Z ) (509)
 then we shall say f is a strictly convex function.
 3.2Figure 72b illustrates a convex function, nondifferentiable at 0. Differentiability is certainly not arequirement for optimization of convex functions by numerical methods; e.g, [277].3.3While linear functions are not invariant to translation (offset), convex functions are.3.4Definition of convexity can be broadened to other (not necessarily proper) cones. Referred to in the
 literature as K-convexity, [335] RM∗+ (507) generalizes to K∗.
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3.1. CONVEX REAL AND VECTOR-VALUED FUNCTION 171
 Similarly to (507)
 f strictly convex w.r.t RM+ ⇔ wTf strictly convex ∀w∈ G(RM∗
 + ) (510)
 discretization allows relaxation of the semiinfinite number of conditions w∈RM∗+ , w 6= 0
 (333) to a finite number (508). More tests for strict convexity are given in §3.6.1.0.3, §3.9,and §3.13.0.0.2.
 3.1.1.1 local/global minimum, uniqueness of solution
 A local minimum of any convex real function is also its global minimum. In fact, anyconvex real function f(X) has one minimum value over any convex subset of its domain.[344, p.123] Yet solution to some convex optimization problem is, in general, not unique;id est, given minimization of a convex real function over some convex feasible set C
 minimizeX
 f(X)
 subject to X∈ C(511)
 any optimal solution X⋆ comes from a convex set of optimal solutions
 X⋆ ∈ X | f(X) = infY ∈ C
 f(Y ) ⊆ C (512)
 But a strictly convex real function has a unique minimizer X⋆ ; id est, for the optimalsolution set in (512) to be a single point, it is sufficient (Figure 72) that f(X) be astrictly convex real3.5 function and set C convex. But strict convexity is not necessary forminimizer uniqueness: existence of any strictly supporting hyperplane to a convex functionepigraph (p.169, §3.5) at its minimum over C is necessary and sufficient for uniqueness.
 Quadratic real functions xTAx + bTx + c are convex in x iff Aº0. (§3.9.0.0.1)Quadratics characterized by positive definite matrix A≻0 are strictly convex and viceversa. The vector 2-norm square ‖x‖2 (Euclidean norm square) and Frobenius’ normsquare ‖X‖2
 F , for example, are strictly convex functions of their respective argument.(Each absolute norm is convex but not strictly.) Figure 72a illustrates a strictly convexreal function.
 3.1.1.2 minimum/minimal element, dual cone characterization
 f(X⋆) is the minimum element of its range if and only if, for each and every w∈ intr RM∗+ ,
 it is the unique minimizer of wTf . (Figure 73) [66, §2.6.3]
 If f(X⋆) is a minimal element of its range, then there exists a nonzero w∈RM∗+ such
 that f(X⋆) minimizes wTf . If f(X⋆) minimizes wTf for some w∈ intr RM∗+ , conversely,
 then f(X⋆) is a minimal element of its range.
 3.1.1.2.1 Exercise. Cone of convex functions.Prove that relation (507) implies: The set of all convex vector-valued functions forms aconvex cone in some space. Indeed, any nonnegatively weighted sum of convex functionsremains convex. So trivial function f = 0 is convex. Relatively interior to each face ofthis cone are the strictly convex functions of corresponding dimension.3.6 How do convexreal functions fit into this cone? Where are the affine functions? H3.5It is more customary to consider only a real function for the objective of a convex optimization
 problem because vector- or matrix-valued functions can introduce ambiguity into the optimal objectivevalue. (§2.7.2.2, §3.1.1.2) Study of multidimensional objective functions is called multicriteria- [366] ormultiobjective- or vector-optimization.3.6Strict case excludes cone’s point at origin and zero weighting.
 http://books.google.com/books?id=cqyHkkCxVtcC&pg=RA1-PA123&lpg=RA1-PA123&dq=convex+function+global+local+minimum&source=bl&ots=Y1Hv1x0vrK&sig=xS-nlzgCyKnn3wZNytK5PebXZUI&hl=en&ei=IRIwSoyRIo7mtAOZ1LG0CA&sa=X&oi=book_result&ct=result&resnum=6#PRA1-PA123,M1
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172 CHAPTER 3. GEOMETRY OF CONVEX FUNCTIONS
 Rf
 Rf
 f
 f
 f(X⋆)
 f(X⋆)
 f(X)1
 f(X)2
 w
 w
 (b)
 (a)
 Figure 73: (confer Figure 43) Function range is convex for a convex problem.(a) Point f(X⋆) is the unique minimum element of function range Rf .(b) Point f(X⋆) is a minimal element of depicted range.(Cartesian axes drawn for reference.)
 3.1.1.2.2 Example. Conic origins of Lagrangian.The cone of convex functions, implied by membership relation (507), provides foundationfor what is known as a Lagrangian function. [287, p.398] [318] Consider a conicoptimization problem, for proper cone K and affine subset A
 minimizex
 f(x)
 subject to g(x) ºK 0h(x) ∈ A
 (513)
 A Cartesian product of convex functions remains convex, so we may write
 [
 fgh
 ]
 convex w.r.t
 RM+
 KA
 ⇔ [wT λT νT ]
 [
 fgh
 ]
 convex ∀
 wλν
 ∈
 RM∗+
 K∗
 A⊥
 (514)
 where A⊥ is a normal cone to A . A normal cone to an affine subset is the orthogonalcomplement of its parallel subspace (§E.10.3.2.1).
 Membership relation (514) holds because of equality for h in convexity criterion (506)and because normal-cone membership relation (460), given point a∈A , becomes
 h ∈ A ⇔ 〈ν , h − a〉=0 for all ν ∈ A⊥ (515)
 In other words: all affine functions are convex (with respect to any given proper cone), allconvex functions are translation invariant, whereas any affine function must satisfy (515).
 A real Lagrangian arises from the scalar term in (514); id est,
 L , [wT λT νT ]
 [
 fgh
 ]
 = wTf + λTg + νTh (516)
 2
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 ℓ= 14
 ℓ= 12
 ℓ=1
 ℓ=2
 ℓ=∞
 x∈R2
 ∣
 ∣
 ∣
 ∣
 ∣
 ‖x‖ℓ= ℓ
 √
 n∑
 j=1
 |xj |ℓ = 1
 R2
 Figure 74: (confer Figure 75) Various vector norm ball boundaries; convex for ℓ≥1.1-norm ball vertices comprise cardinality-1 vectors; coincident with ball vertices ∀ ℓ<1.
 3.2 Practical norm functions, absolute value
 To mathematicians, “all norms on Rn are equivalent” [185, p.53]; meaning, ratios ofdifferent norms are bounded above and below by finite predeterminable constants. Forx∈Rn, for example,
 ‖x‖2 ≤ ‖x‖1 ≤ √n‖x‖2
 ‖x‖∞ ≤ ‖x‖2 ≤ √n‖x‖∞
 ‖x‖∞ ≤ ‖x‖1 ≤ n‖x‖∞(517)
 But, to statisticians and engineers, all norms are not created equal.3.7 For some positiveconstant c0 & 1 , empirically, infimum over an affine subset (Figure 75) obeys
 ∥
 ∥arg inf ‖x‖2
 ∥
 ∥
 2≤
 ∥
 ∥arg inf ‖x‖1
 ∥
 ∥
 2≤ c0
 ∥
 ∥arg inf ‖x‖0
 ∥
 ∥
 2(518)
 which are generally not tight.
 A norm on Rn is a convex function f : Rn→ R satisfying: for x, y∈Rn, α∈R[259, p.59] [185, p.52]
 1. f(x) ≥ 0 (f(x) = 0 ⇔ x = 0) (nonnegativity)
 2. f(x + y) ≤ f(x) + f(y) 3.8(triangle inequality)
 3. f(αx) = |α|f(x) (nonnegative homogeneity)
 Convexity follows by properties 2 and 3. Most useful are 1-, 2-, and ∞-norm:
 ‖x‖1 = minimizet∈R
 n1Tt
 subject to −t ¹ x ¹ t(519)
 3.7 evidenced by the compressed sensing (sparsity) revolution, begun 2004, whose focus is predominantlythe argument of a 1-norm minimization.3.8 ‖x + y‖ ≤ ‖x‖ + ‖y‖ for any norm, with equality iff x = κy where κ≥ 0.
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174 CHAPTER 3. GEOMETRY OF CONVEX FUNCTIONS
 where |x|= t⋆ (entrywise absolute value equals optimal t ).3.9
 ‖x‖1 = minimizeα∈R
 n , β∈Rn
 1T(α + β)
 subject to α , β º 0x = α − β
 (520)
 where |x|= α⋆+ β⋆ because of complementarity α⋆Tβ⋆ = 0 at optimality.
 ‖x‖2 = minimizet∈R
 t
 subject to
 [
 tI xxT t
 ]
 ºS
 n+1+
 0(521)
 where ‖x‖2 = ‖x‖ ,√
 xTx = t⋆.
 ‖x‖∞ = minimizet∈R
 t
 subject to −t1 ¹ x ¹ t1(522)
 where max|xi| , i=1 . . . n= t⋆ because ‖x‖∞ = max|xi|≤ t ⇔ |x|¹ t1 ; absolutevalue |x| inequality, in this sense, describing an ∞-norm ball (Figure 74). Optimizations(519) (520) and (522) represent linear programs, optimization (521) is a semidefiniteprogram.
 3.2.0.1 norm square versus square root
 Each of these norms is a monotonic real function on a nonnegative orthant. But over anyarbitrary convex set C , given vector constant y or matrix constant Y
 arg infx∈C
 ‖x − y‖ = arg infx∈C
 ‖x − y‖2 (523)
 arg infX∈C
 ‖X − Y ‖ = arg infX∈C
 ‖X − Y ‖2 (524)
 are unconstrained convex problems for any convex norm and any affine transformation ofvariable.3.10
 Optimal solution is norm dependent: [66, p.297]
 minimizex∈R
 n‖x‖1
 subject to x ∈ C≡
 minimizex∈R
 n , t∈Rn
 1Tt
 subject to −t ¹ x ¹ t
 x ∈ C(525)
 minimizex∈R
 n‖x‖2
 subject to x ∈ C≡
 minimizex∈R
 n , t∈R
 t
 subject to
 [
 tI xxT t
 ]
 ºS
 n+1+
 0
 x ∈ C
 (526)
 minimizex∈R
 n‖x‖∞
 subject to x ∈ C≡
 minimizex∈R
 n , t∈R
 t
 subject to −t1 ¹ x ¹ t1
 x ∈ C(527)
 3.9Vector 1 may be replaced with any positive [sic ] vector to get absolute value, theoretically, although1 provides the 1-norm.3.10But equality would not hold for, instead, a sum of norms; e.g, §5.4.2.2.4.
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 In Rn : ‖x‖1 represents length measured along a grid (taxicab distance, Figure 86),‖x‖2 is Euclidean length, ‖x‖∞ is maximum |coordinate| (peak magnitude).
 minimizex∈R
 n‖x‖1
 subject to x ∈ C≡
 minimizeα∈R
 n , β∈Rn
 1T(α + β)
 subject to α , β º 0x = α − βx ∈ C
 (528)
 These foregoing problems (519)-(528) are convex whenever set C is. Their equivalencetransformations make objectives smooth.
 3.2.0.1.1 Example. Projecting the origin, on an affine subset, in 1-norm.In (2084) we interpret least norm solution to linear system Ax = b as orthogonal projectionof the origin 0 on affine subset A= x∈Rn |Ax=b where A∈Rm×n is wide full-rank.Suppose, instead of the Euclidean metric, we use taxicab distance to do projection. Thenthe least 1-norm problem is stated, for b∈R(A)
 minimizex
 ‖x‖1
 subject to Ax = b(529)
 a.k.a compressed sensing problem. Optimal solution can be interpreted as an obliqueprojection of the origin on A simply because the Euclidean metric is not employed. Thisproblem statement sometimes returns optimal x⋆ having minimal cardinality; which canbe explained intuitively with reference to Figure 75: [21]
 Projection of the origin, in 1-norm, on affine subset A is equivalent to maximization(in this case) of the 1-norm ball B1 until it kisses A ; rather, a kissing point in A achievesthe distance in 1-norm from the origin to A . For the example illustrated (m=1 , n=3),it appears that a vertex of the ball will be first to touch A . 1-norm ball vertices in R3
 represent nontrivial points of minimal cardinality 1 , whereas edges represent cardinality 2 ,while relative interiors of facets represent maximal cardinality 3. By reorienting affinesubset A so it were parallel to an edge or facet, it becomes evident as we expand orcontract the ball that a kissing point is not necessarily unique.3.11
 The 1-norm ball in Rn has 2n facets and 2n vertices.3.12 For n > 0
 B1 = x∈Rn | ‖x‖1≤ 1 = conv‖x∈Rn‖= 1 | cardx= 1 = conv±ei∈Rn, i=1 . . . n (530)
 is a vertex-description of the unit 1-norm ball. Maximization of the 1-norm ball, until itkisses A , is equivalent to minimization of the 1-norm ball until it no longer intersects A .Then projection of the origin on affine subset A is
 minimizex∈R
 n‖x‖1
 subject to Ax = b≡
 minimizec∈R , x∈R
 nc
 subject to x ∈ cB1
 Ax = b
 (531)
 wherecB1 = [ I∈Rn×n −I∈Rn×n ]a | aT1= c , aº0 (532)
 which is the convex hull of 1-norm ball vertices. Then (531) is equivalent to
 minimizec∈R , x∈R
 n , a∈R2n
 c
 subject to x = [ I −I ]aaT1 = ca º 0Ax = b
 ≡minimize
 a∈R2n
 ‖a‖1
 subject to [A −A ]a = ba º 0
 (533)
 3.11This is unlike the case for Euclidean ball (2084) where minimum-distance projection on a convex setis unique (§E.9); all kissable faces of the Euclidean ball are single points (vertices).3.12The ∞-norm ball in R
 n has 2n facets and 2n vertices.
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 A= x∈R3 |Ax=b
 R3
 B1 = x∈R3 | ‖x‖1≤ 1
 Figure 75: (confer Figure 74) Unit 1-norm ball B1 is convex hull of all cardinality-1 vectorsof unit norm (its vertices); its edges comprise all cardinality-2 vectors. An octahedron inthis dimension, ball boundary contains all points equidistant from origin in 1-norm. PlaneA is overhead, drawn truncated. If 1-norm ball is expanded until A kisses it (intersectsball only at boundary), then distance (in 1-norm) from origin to A is achieved. Euclidean(2-norm) ball would be spherical in this dimension. Cartesian axes are drawn for reference.Only were A parallel to two axes could there be a minimal cardinality least Euclidean normsolution. Yet 1-norm ball offers infinitely many, but not all, A-orientations resulting in aminimal cardinality solution. (∞-norm ball would be a cube in this dimension.)
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 0 0.2 0.4 0.6 0.8 10
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0 0.2 0.4 0.6 0.8 10
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 positivesigned
 m/n
 k/m
 (529)minimize
 x‖x‖1
 subject to Ax = b
 minimizex
 ‖x‖1
 subject to Ax = bx º 0
 (534)
 hard hard
 Figure 76: (confer Figure 115) Exact recovery transition: Respectively signed [136] [138]or positive [143] [141] [142] solutions x , to Ax=b with sparsity k below thick curve,are recoverable. For Gaussian random matrix A∈Rm×n, thick curve demarcates phasetransition in ability to find sparsest solution x by linear programming. These resultsempirically reproduced in [40].
 xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
 xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
 xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
 xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
 f2(x) f3(x) f4(x)
 Figure 77: Under 1-norm f2(x) , histogram (hatched) of residual amplitudes Ax− bexhibits predominant accumulation of zero-residuals. Nonnegatively constrained 1-normf3(x) from (534) accumulates more zero-residuals than f2(x). Under norm f4(x) (notdiscussed), histogram would exhibit predominant accumulation of (nonzero) residuals atgradient discontinuities.
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178 CHAPTER 3. GEOMETRY OF CONVEX FUNCTIONS
 where x⋆ = [ I −I ]a⋆. (confer (528)) Significance of this result:
 (confer p.332) Any vector 1-norm minimization problem may have its variablereplaced with a nonnegative variable of the same optimal cardinality but twice thelength.
 All other things being equal, nonnegative variables are easier to solve for sparse solutions.(Figure 76, Figure 77, Figure 115) The compressed sensing problem (529) becomes easierto interpret; e.g, for A∈Rm×n
 minimizex
 ‖x‖1
 subject to Ax = bx º 0
 ≡minimize
 x1Tx
 subject to Ax = bx º 0
 (534)
 movement of a hyperplane (Figure 29, Figure 33) over a bounded polyhedron always hasa vertex solution [104, p.158]. Or vector b might lie on the relative boundary of a pointedpolyhedral cone K= Ax | xº 0. In the latter case, we find practical application of thesmallest face F containing b from §2.13.5 to remove all columns of matrix A not belongingto F ; because those columns correspond to 0-entries in vector x (and vice versa). 2
 3.2.0.1.2 Exercise. Combinatorial optimization.A device commonly employed to relax combinatorial problems is to arrange desirablesolutions at vertices of bounded polyhedra; e.g, the permutation matrices of dimension n ,which are factorial in number, are the extreme points of a polyhedron in the nonnegativeorthant described by an intersection of 2n hyperplanes (§2.3.2.0.4). Minimizing a linearobjective function over a bounded polyhedron is a convex problem (a linear program) thatalways has an optimal solution residing at a vertex.
 What about minimizing other functions? Given some nonsingular matrix A , describethree circumstances geometrically under which there are likely to exist vertex solutions to
 minimizex∈R
 n‖Ax‖1
 subject to x ∈ P(535)
 optimized over some bounded polyhedron P .3.13 H
 3.2.1 k smallest entries
 Sum of the k smallest entries of x∈Rn is the optimal objective value from: for 1≤k≤nn∑
 i=n−k+1
 π(x)i = minimizey∈R
 nxTy
 subject to 0 ¹ y ¹ 1
 1Ty = k
 ≡
 n∑
 i=n−k+1
 π(x)i = maximizez∈R
 n , t∈R
 k t + 1Tz
 subject to x º t1 + zz ¹ 0
 (536)
 which are dual linear programs, where π(x)1 = maxxi , i=1 . . . n where π is a nonlinearpermutation-operator sorting its vector argument into nonincreasing order. Finding ksmallest entries of an n-length vector x is expressible as an infimum of n!/(k!(n − k)!)linear functions of x . The sum
 ∑
 π(x)i is therefore a concave function of x ; in fact,monotonic (§3.6.1.0.1) in this instance.
 3.13Hint: Suppose, for example, P belongs to an orthant and A were orthogonal. Begin with A=I andapply level sets of the objective, as in Figure 71 and Figure 75. Or rewrite the problem as a linear
 program like (525) and (527) but in a composite variable
 [
 xt
 ]
 ← y .
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3.2. PRACTICAL NORM FUNCTIONS, ABSOLUTE VALUE 179
 3.2.2 k largest entries
 Sum of the k largest entries of x∈Rn is the optimal objective value from: [66, exer.5.19]k∑
 i=1
 π(x)i = maximizey∈R
 nxTy
 subject to 0 ¹ y ¹ 1
 1Ty = k
 ≡
 k∑
 i=1
 π(x)i = minimizez∈R
 n , t∈R
 k t + 1Tz
 subject to x ¹ t1 + zz º 0
 (537)
 which are dual linear programs. Finding k largest entries of an n-length vector x isexpressible as a supremum of n!/(k!(n − k)!) linear functions of x . (Figure 79) Thesummation is therefore a convex function (and monotonic in this instance, §3.6.1.0.1).
 3.2.2.1 k-largest norm
 Let Π x be a permutation of entries xi such that their absolute value becomes arrangedin nonincreasing order: |Π x|1 ≥ |Π x|2 ≥ · · · ≥ |Π x|n . Sum of the k largest entries of|x|∈Rn is a norm, by properties of vector norm (§3.2), and is the optimal objective valueof a linear program:
 ‖x‖nk
 ,k∑
 i=1
 |Π x|i =k∑
 i=1
 π(|x|)i = minimizez∈R
 n , t∈R
 k t + 1Tz
 subject to −t1 − z ¹ x ¹ t1 + zz º 0
 = supi∈I
 aTi x
 ∣
 ∣
 ∣
 ∣
 aij ∈ −1, 0, 1card ai = k
 = maximizey1 , y2∈R
 n(y1 − y2)
 Tx
 subject to 0 ¹ y1 ¹ 10 ¹ y2 ¹ 1(y1 + y2)
 T1 = k
 (538)
 where the norm subscript derives from a binomial coefficient
 (
 nk
 )
 , and
 ‖x‖nn
 = ‖x‖1
 ‖x‖n1
 = ‖x‖∞‖x‖n
 k= ‖π(|x|)1:k‖1
 (539)
 Sum of k largest absolute entries of an n-length vector x is expressible as a supremumof 2kn!/(k!(n − k)!) linear functions of x ; (Figure 79) hence, this norm is convex in x .[66, exer.6.3e]
 minimizex∈R
 n‖x‖n
 k
 subject to x ∈ C≡
 minimizez∈R
 n , t∈R , x∈Rn
 k t + 1Tz
 subject to −t1 − z ¹ x ¹ t1 + zz º 0x ∈ C
 (540)
 3.2.2.1.1 Exercise. Polyhedral epigraph of k-largest norm.Make those card I = 2kn!/(k!(n − k)!) linear functions explicit for ‖x‖2
 2and ‖x‖2
 1on R2
 and ‖x‖32
 on R3. Plot ‖x‖22
 and ‖x‖21
 in three dimensions. H
 3.2.2.1.2 Exercise. Norm strict convexity.Which of the vector norms ‖x‖n
 k, ‖x‖1 , ‖x‖2 , ‖x‖∞ become strictly convex when squared?
 Do they remain strictly convex when raised to third and higher whole powers? H
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180 CHAPTER 3. GEOMETRY OF CONVEX FUNCTIONS
 3.2.2.1.3 Example. Compressed sensing problem.Conventionally posed as convex problem (529), we showed: the compressed sensingproblem can always be posed equivalently with a nonnegative variable as in convexstatement (534). The 1-norm predominantly appears in the literature because it is convex,it inherently minimizes cardinality under some technical conditions, [75] and because thedesirable 0-norm is intractable.
 Assuming a cardinality-k solution exists, the compressed sensing problem may bewritten as a difference of two convex functions: for A∈Rm×n
 minimizex∈R
 n‖x‖1 − ‖x‖n
 k
 subject to Ax = bx º 0
 ≡find x ∈ Rn
 subject to Ax = bx º 0‖x‖0 ≤ k
 (541)
 which is a nonconvex statement, a minimization of n−k smallest entries of variablevector x , minimization of a concave function on Rn
 + (§3.2.1) [349, §32]; but a statementof compressed sensing more precise than (534) because of its equivalence to 0-norm. ‖x‖n
 kis the convex k-largest norm of x (monotonic on Rn
 +) while ‖x‖0 expresses its cardinality(quasiconcave on Rn
 +). Global optimality occurs at a zero objective of minimization; id est,when the smallest n−k entries of variable vector x are zeroed. Under nonnegativityconstraint, this compressed sensing problem (541) becomes the same as
 minimizez(x) , x∈R
 n(1 − z)Tx
 subject to Ax = bx º 0
 (542)
 where1 = ∇‖x‖1 = ∇1Tx
 z = ∇‖x‖nk
 = ∇zTx
 , x º 0 (543)
 where gradient of k-largest norm is an optimal solution to a convex problem:
 ‖x‖nk
 = maximizey∈R
 nyTx
 subject to 0 ¹ y ¹ 1yT1 = k
 ∇‖x‖nk
 = arg maximizey∈R
 nyTx
 subject to 0 ¹ y ¹ 1yT1 = k
 , x º 0 (544)
 2
 3.2.2.1.4 Exercise. k-largest norm gradient.Prove (543). Is ∇‖x‖n
 kunique? Find ∇‖x‖1 and ∇‖x‖n
 kon Rn .3.14 H
 3.2.3 clipping
 Zeroing negative vector entries under 1-norm is accomplished:
 ‖x+‖1 = minimizet∈R
 n1Tt
 subject to x ¹ t
 0 ¹ t
 (545)
 3.14Hint: §D.2.1.
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 where, for x=[xi , i=1 . . . n]∈Rn
 x+ , t⋆ =
 [
 xi , xi ≥ 0
 0 , xi < 0
 , i=1 . . . n
 ]
 =1
 2(x + |x|) (546)
 (clipping)
 minimizex∈R
 n‖x+‖1
 subject to x ∈ C≡
 minimizex∈R
 n , t∈Rn
 1Tt
 subject to x ¹ t
 0 ¹ t
 x ∈ C
 (547)
 3.3 Powers, roots, and inverted functions
 A given function f is convex iff −f is concave. Both functions are loosely referred to asconvex since −f is simply f inverted about the abscissa axis, and minimization of f isequivalent to maximization of −f .
 A given positive function f is convex iff 1/f is concave; f inverted about ordinate 1is concave. Minimization of f is maximization of 1/f .
 We wish to implement objectives of the form x−1. Suppose we have a 2×2 matrix
 T ,
 [
 x zz y
 ]
 ∈ S2 (548)
 which is positive semidefinite by (1682) when
 T º 0 ⇔ x > 0 and xy ≥ z2 (549)
 A polynomial constraint such as this is therefore called a conic constraint.3.15 This meanswe may formulate convex problems, having inverted variables, as semidefinite programs inSchur-form (§A.4); e.g,
 minimizex∈R
 x−1
 subject to x > 0
 x ∈ C≡
 minimizex , y ∈ R
 y
 subject to
 [
 x 11 y
 ]
 º 0
 x ∈ C
 (550)
 rather
 x > 0 , y ≥ 1
 x⇔
 [
 x 11 y
 ]
 º 0 (551)
 (inverted) For vector x=[xi , i=1 . . . n]∈Rn
 minimizex∈R
 n
 n∑
 i=1
 x−1i
 subject to x ≻ 0
 x ∈ C≡
 minimizex∈R
 n , y∈R
 y
 subject to
 [
 xi√
 n√n y
 ]
 º 0 , i=1 . . . n
 x ∈ C
 (552)
 rather
 x ≻ 0 , y ≥ tr(
 δ(x)−1)
 ⇔[
 xi√
 n√n y
 ]
 º 0 , i=1 . . . n (553)
 3.15In this dimension, the convex cone formed from the set of all values x , y , z (satisfying constraint(549)) is called positive semidefinite cone or a rotated quadratic, circular, or second-order cone. We havethe Lorentz cone when y=x∈R . [283, §1.4]
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 3.3.1 rational exponent
 Galtier [173] shows how to implement an objective of the form xα for positive α . Hesuggests quantizing α and working instead with that approximation. Choose nonnegativeinteger q for adequate quantization of α like so:
 α ,k
 2q
 , k∈0, 1, 2 . . . 2q−1 (554)
 Any k from that set may be written k=q∑
 i=1
 bi 2i−1 where bi∈0, 1. Define vector
 y=[yi , i=0 . . . q]∈Rq+1 with y0 =1 :
 3.3.1.1 positive
 Then we have the equivalent semidefinite program for maximizing a concave function xα,for quantized 0≤α<1
 maximizex∈R
 xα
 subject to x > 0
 x ∈ C≡
 maximizex∈R , y∈R
 q+1yq
 subject to
 [
 yi−1 yi
 yi xbi
 ]
 º 0 , i=1 . . . q
 x ∈ C
 (555)
 where nonnegativity of yq is enforced by maximization; id est,
 x > 0 , yq ≤ xα ⇔[
 yi−1 yi
 yi xbi
 ]
 º 0 , i=1 . . . q (556)
 3.3.1.1.1 Example. Square root.α= 1
 2 . Choose q=1 and k=1=20.
 maximizex∈R
 √x
 subject to x > 0
 x ∈ C≡
 maximizex∈R , y∈R
 2
 y1
 subject to
 [
 y0 =1 y1
 y1 x
 ]
 º 0
 x ∈ C
 (557)
 where
 x > 0 , y1≤√
 x ⇔[
 1 y1
 y1 x
 ]
 º 0 (558)
 2
 3.3.1.2 negative
 It is also desirable to implement an objective of the form x−α for positive α . Thetechnique is nearly the same as before: for quantized 0≤α<1
 minimizex∈R
 x−α
 subject to x > 0
 x ∈ C≡
 minimizex , z∈R , y∈R
 q+1z
 subject to
 [
 yi−1 yi
 yi xbi
 ]
 º 0 , i=1 . . . q[
 z 1
 1 yq
 ]
 º 0
 x ∈ C
 (559)
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 rather
 x > 0 , z ≥ x−α ⇔
 [
 yi−1 yi
 yi xbi
 ]
 º 0 , i=1 . . . q[
 z 1
 1 yq
 ]
 º 0
 (560)
 3.3.1.3 positive inverted
 Now define vector t=[ti , i=0 . . . q]∈Rq+1 with t0 =1. To implement an objective x1/α
 for quantized 0≤α<1 as in (554)
 minimizex∈R
 x1/α
 subject to x > 0
 x ∈ C≡
 minimizex , y∈R , t∈R
 q+1y
 subject to
 [
 ti−1 titi ybi
 ]
 º 0 , i=1 . . . q
 x = tq > 0
 x ∈ C
 (561)
 rather
 x > 0 , y ≥ x1/α ⇔
 [
 ti−1 titi ybi
 ]
 º 0 , i=1 . . . q
 x = tq > 0
 (562)
 3.3.1.3.1 Example. Cubed. [196, §11.4]α=3.
 S ,
 [
 z yy 1
 ]
 ∈ S2 , T ,
 [
 x zz y
 ]
 ∈ S2 (563)
 By (1682) or (549)S º 0 , T º 0
 ⇔0 < y3≤ x
 (564)
 thereby
 minimizey∈R
 y3
 subject to y > 0
 y ∈ C≡
 minimizex,y,z∈R
 x
 subject to S º 0T º 0y ∈ C
 (565)
 2
 3.4 Affine function
 A function f(X) is affine when it is continuous and has the dimensionally extensible form(confer §2.9.1.0.2)
 f(X) = AX + B (566)
 All affine functions are simultaneously convex and concave. Both −AX+B and AX+B ,for example, are convex functions of X . The linear functions constitute a proper subsetof affine functions; e.g, when B=0 , function f(X) is linear.
 Unlike other convex functions, affine function convexity holds with respect to anydimensionally compatible proper cone substituted into convexity definition (506). Allaffine functions satisfy a membership relation, for some normal cone, like (515). Affinemultidimensional functions are more easily recognized by existence of no multiplicativemultivariate terms and no polynomial terms of degree higher than 1 ; id est, entries of thefunction are characterized by only linear combinations of argument entries plus constants.

Page 16
						

184 CHAPTER 3. GEOMETRY OF CONVEX FUNCTIONS
 C
 a
 H−
 A
 H+ z∈R 2| a Tz = κ1 z∈R 2| a Tz = κ2 z∈R 2| a Tz = κ3
 f(z)
 z2
 z1
 Figure 78: (confer Figure 31) Three hyperplanes intersecting convex set C⊂R2 fromFigure 31. Cartesian axes in R3 : Plotted is affine subset A= f(R2)⊂ R2× R ; aplane with third dimension. We say sequence of hyperplanes, w.r.t domain R2 of affinefunction f(z)= aTz + b : R2→R , is increasing in normal direction (Figure 29) becauseaffine function increases in direction of gradient a (§3.6.0.0.3). Minimization of aTz + bover C is equivalent to minimization of aTz .
 ATXA + BTB is affine in X , for example. Trace is an affine function; actually, areal linear function expressible as inner product f(X) = 〈A , X〉 with matrix A being theIdentity. The real affine function in Figure 78 illustrates hyperplanes, in its domain,constituting contours of equal function-value (level sets (571)).
 3.4.0.0.2 Example. Engineering control. [458, §2.2]3.16
 For X∈ SM and matrices A , B , Q , R of any compatible dimensions, for example, theexpression XAX is not affine in X whereas
 g(X) =
 [
 R BTXXB Q + ATX + XA
 ]
 (567)
 is an affine multidimensional function. Such a function is typical in engineering control.[64] [176] 2
 (confer Figure 18) Any single- or many-valued inverse of an affine function is affine.
 3.4.0.0.3 Example. Linear objective.Consider minimization of a real affine function f(z)= aTz + b over the convex feasible setC in its domain R2 illustrated in Figure 78. Since scalar b is fixed, the problem posed isthe same as the convex optimization
 minimizez
 aTz
 subject to z∈ C(568)
 3.16Interpretation of X∈ SM | g(X)º 0 as “an intersection between a linear subspace and the cone of
 positive semidefinite matrices,” from this citation, is incorrect. (See §2.9.1.0.2 for a similar example.) Theconditions they state, under which strong duality holds for semidefinite programming, are conservative.(confer §4.2.3.0.1)
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 a
 aTz1 + b1 | a∈R
 aTz2 + b2 | a∈R
 aTz3 + b3 | a∈R
 aTz4 + b4 | a∈R
 aTz5 + b5 | a∈R
 supi
 aTpzi + bi
 Figure 79: Pointwise supremum of any convex functions remains convex; by epigraphintersection. Supremum of affine functions in variable a evaluated at argument ap isillustrated. Topmost affine function per a is supremum.
 whose objective of minimization is a real linear function. Were convex set C polyhedral(§2.12), then this problem would be called a linear program. Were convex set C anintersection with a positive semidefinite cone, this problem would be called a semidefiniteprogram.
 There are two distinct ways to visualize this problem: one in the objective function’sdomain R2, the other including the ambient space of the objective function’s range as
 in
 [
 R2
 R
 ]
 . Both visualizations are illustrated in Figure 78. Visualization in the function
 domain is easier because of lower dimension and because
 level sets (571) of any affine function are affine. (§2.1.9)
 In this circumstance, the level sets are parallel hyperplanes with respect to R2. Onesolves optimization problem (568) graphically by finding that hyperplane intersectingfeasible set C furthest right (in the direction of negative gradient −a (§3.6)). 2
 When a differentiable convex objective function f is nonlinear, its negative gradient−∇f is a viable search direction (replacing −a in (568)). (§2.13.11.1, Figure 71) [177]Then the nonlinear objective function can be replaced with a dynamic linear objective;linear as in (568).
 3.4.0.0.4 Example. Support function. [230, §C.2.1-§C.2.3.1]For arbitrary set Y ⊆ Rn, its support function σY(a) : Rn→R is defined
 σY(a) , supz∈Y
 aTz (569)
 a positively homogeneous function of direction a whose range contains ±∞. [285, p.135]For each z∈Y , aTz is a linear function of vector a . Because σY(a) is a pointwisesupremum of linear functions, it is convex in a (Figure 79). Application of the supportfunction is illustrated in Figure 32a for one particular normal a . Given nonempty closed
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 quasiconvex convex
 f(x)q(x)
 xx
 Figure 80: Quasiconvex function q epigraph is not necessarily convex, but convex functionf epigraph is convex in any dimension. Sublevel sets are necessarily convex for eitherfunction, but sufficient only for quasiconvexity.
 bounded convex sets Y and Z in Rn and nonnegative scalars β and γ [442, p.234]
 σβY+γZ(a) = βσY(a) + γσZ(a) (570)
 2
 3.4.0.0.5 Exercise. Level sets.Given a function f and constant κ , its level sets are defined
 Lκκf , z | f(z)=κ (571)
 Give two distinct examples of convex function, that are not affine, having convex levelsets. H
 3.4.0.0.6 Exercise. Epigraph intersection. (confer Figure 79)Draw three hyperplanes in R3 representing max(0 , x), sup0 , xi | x∈Rn in R2×R tosee why maximum of nonnegative vector entries is a convex function of variable x . Whatis the normal to each hyperplane?3.17 Why is max(x) convex? H
 3.5 Epigraph, Sublevel set
 It is well established that a continuous real function is convex if and only if its epigraphmakes a convex set; [230] [349] [405] [442] [285] epigraph is the connection betweenconvex sets and convex functions (p.169). Piecewise-continuous convex functions areadmitted, thereby, and all invariant properties of convex sets carry over directly to convexfunctions. Generalization of epigraph to a vector-valued function f(X) : Rp×k→RM isstraightforward: [335]
 epi f , (X , t)∈Rp×k× RM | X∈ dom f , f(X) ¹R
 M+
 t (572)
 id est,f convex ⇔ epi f convex (573)
 Necessity is proven: [66, exer.3.60] Given any (X, u) , (Y , v)∈ epi f , we mustshow for all µ∈ [0 , 1] that µ(X, u) + (1−µ)(Y , v)∈ epi f ; id est, we must show
 3.17Hint: p.199.
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 f(µX + (1−µ)Y ) ¹R
 M+
 µ u + (1−µ)v (574)
 Yet this holds by definition because f(µX + (1−µ)Y ) ¹ µf(X)+ (1−µ)f(Y ).The converse also holds. ¨
 3.5.0.0.1 Exercise. Epigraph sufficiency.Prove that converse: Given any (X, u) , (Y , v)∈ epi f , if µ(X, u) + (1−µ)(Y , v)∈ epi fholds for all µ∈ [0 , 1] , then f must be convex. H
 Sublevel sets of a convex real function are convex. Likewise, corresponding to each andevery ν∈RM
 Lνf , X∈ dom f | f(X) ¹R
 M+
 ν ⊆ Rp×k (575)
 sublevel sets of a convex vector-valued function are convex. As for convex real functions,the converse does not hold. (Figure 80)
 To prove necessity of convex sublevel sets: For any X,Y ∈Lνf we must showfor each and every µ∈ [0 , 1] that µ X + (1−µ)Y ∈Lνf . By definition,
 f(µ X + (1−µ)Y ) ¹R
 M+
 µf(X) + (1−µ)f(Y ) ¹R
 M+
 ν (576)
 ¨
 When an epigraph (572) is artificially bounded above, t ¹ ν , then the correspondingsublevel set can be regarded as an orthogonal projection of epigraph on the functiondomain.
 Sense of the inequality is reversed in (572), for concave functions, and we use insteadthe nomenclature hypograph. Sense of the inequality in (575) is reversed, similarly, witheach convex set then called superlevel set.
 3.5.1 matrix pseudofractional function
 Consider a real function of two variables
 f(A , x) : Sn× Rn→R = xTA†x (577)
 on dom f = Sn+×R(A). This function is convex simultaneously in both variables when
 variable matrix A belongs to the entire positive semidefinite cone Sn+ and variable vector
 x is confined to range R(A) of matrix A .
 To explain this, we need only demonstrate that the function epigraph is convex.Recall Schur-form (1679) from §A.4: for t∈R
 G(A , z , t) =
 [
 A zzT t
 ]
 º 0
 ⇔zT(I − AA†) = 0
 t − zTA†z ≥ 0
 A º 0
 (578)
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 Inverse image of the positive semidefinite cone Sn+1+ under affine mapping
 G(A , z , t) is convex by Theorem 2.1.9.0.1. Of the equivalent conditions forpositive semidefiniteness of G , the first is an equality demanding that vector zbelong to R(A). Function f(A , z)= zTA†z is convex on convex domainSn
 +×R(A) because the Cartesian product constituting its epigraph
 epi f(A , z) =
 (A , z , t) | A º 0 , z∈R(A) , zTA†z ≤ t
 = G−1(
 Sn+1+
 )
 (579)
 is convex. ¨
 3.5.1.0.1 Exercise. Matrix product function.Continue §3.5.1 by introducing vector variable x and making the substitution z←Ax .Because of matrix symmetry (§E), for all x∈Rn
 f(A , z(x)) = zTA†z = xTATA†A x = xTA x = f(A , x) (580)
 whose epigraph is
 epi f(A , x) =
 (A , x , t) | A º 0 , xTA x ≤ t
 (581)
 Provide two simple explanations why f(A , x) = xTA x is not a function convexsimultaneously in positive semidefinite matrix A and vector x on dom f = Sn
 +× Rn.H
 3.5.2 matrix fractional function
 (confer §3.12.1) Now consider a real function of two variables on dom f = Sn+×Rn for
 small positive constant ǫ (confer (2065))
 f(A , x) = ǫ xT(A + ǫ I )−1x (582)
 where the inverse always exists by (1621). This function is convex simultaneously in bothvariables over the entire positive semidefinite cone Sn
 + and all x∈Rn. This is explained:
 Recall Schur-form (1682) from §A.4: for t∈R
 G(A , z , t) =
 [
 A + ǫ I zzT ǫ−1 t
 ]
 º 0
 ⇔t − ǫ zT(A + ǫ I )−1z ≥ 0
 A + ǫ I ≻ 0
 (583)
 Inverse image of the positive semidefinite cone Sn+1+ under affine mapping
 G(A , z , t) is convex by Theorem 2.1.9.0.1. Function f(A , z) is convex onSn
 +×Rn because its epigraph is that inverse image:
 epi f(A , z) =
 (A , z , t) | A + ǫ I ≻ 0 , ǫ zT(A + ǫ I )−1z ≤ t
 = G−1(
 Sn+1+
 )
 (584)
 ¨
 3.5.2.1 matrix fractional projector
 Consider nonlinear function f having orthogonal projector W as argument:
 f(W , x) = ǫ xT(W + ǫ I )−1x (585)
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 Projection matrix W has property W † = WT = W º 0 (2120). Any orthogonal projectorcan be decomposed into an outer product of orthonormal matrices W = UUT whereUTU = I as explained in §E.3.2. From (2065) for any ǫ > 0 and idempotent symmetric W ,ǫ(W + ǫ I )−1 = I − (1 + ǫ)−1W from which
 f(W , x) = ǫ xT(W + ǫ I )−1x = xT(
 I − (1 + ǫ)−1W)
 x (586)
 limǫ→0+
 f(W , x) = limǫ→0+
 ǫ xT(W + ǫ I )−1x = xT(I − W )x (587)
 where I − W is also an orthogonal projector (§E.2).In §3.5.2 we learned that f(W , x)= ǫ xT(W + ǫ I )−1x is convex simultaneously in both
 variables over all x∈Rn when W ∈ Sn+ is confined to the entire positive semidefinite cone
 (including its boundary). It is now our goal to incorporate f into an optimization problemsuch that an optimal solution returned always comprises a projection matrix W . The setof orthogonal-projection matrices is a nonconvex subset of the positive semidefinite cone.So f cannot be convex on the projection matrices; its equivalent (for idempotent W )f(W , x)= xT
 (
 I − (1+ ǫ)−1W)
 x cannot be convex simultaneously in both variables oneither the positive semidefinite cone or orthogonal-projection matrices.
 Suppose we allow dom f to constitute the entire positive semidefinite cone but confineW to a Fantope (93); e.g, for convex set C and Fantope parametrized by 0 < k < n
 minimizex∈R
 n , W∈Sn
 ǫ xT(W + ǫ I )−1x
 subject to 0 ¹ W ¹ I
 trW = k
 x ∈ C
 (588)
 Although this is a convex problem, there is no guarantee that optimal W is a projectionmatrix because only extreme points of a Fantope are orthogonal-projection matrices UUT.
 Let’s try partitioning the problem into two convex parts (one for x and one for W ),substitute equivalence (586), and then iterate solution of convex quadratic problem
 minimizex∈R
 nxT(I − (1 + ǫ)−1W )x
 subject to x ∈ C(589)
 with convex semidefinite problem
 (a)
 minimizeW∈S
 nx⋆T(I − (1 + ǫ)−1W )x⋆
 subject to 0 ¹ W ¹ I
 trW = k
 ≡maximize
 W∈Sn
 x⋆TWx⋆
 subject to 0 ¹ W ¹ I
 trW = k
 (590)
 until convergence (x⋆ represents optimal solution to (589) at each successive iteration).The idea is to optimally solve for the partitioned variables which are later combined tosolve the original problem (588). What makes this approach sound is that the constraintsare separable, the partitioned feasible sets are not interdependent, and the fact that theoriginal problem (though nonlinear) is convex simultaneously in both variables.3.18
 But partitioning alone does not guarantee a projector as solution. To make orthogonalprojector W a certainty, we must invoke a known analytical solution to problem (590):Diagonalize optimal solution from problem (589) x⋆x⋆T , QΛQT (§A.5.1), and setU⋆ = Q(: , 1: k)∈Rn×k per (1892c);
 W = U⋆U⋆T =x⋆x⋆T
 ‖x⋆‖2+ Q(: , 2: k)Q(: , 2: k)T (591)
 3.18A convex problem has convex feasible set, and the objective hypersurface has one and only one globalminimum. [344, p.123]
 http://books.google.com/books?id=cqyHkkCxVtcC&pg=RA1-PA123&lpg=RA1-PA123&dq=convex+function+global+local+minimum&source=bl&ots=Y1Hv1x0vrK&sig=xS-nlzgCyKnn3wZNytK5PebXZUI&hl=en&ei=IRIwSoyRIo7mtAOZ1LG0CA&sa=X&oi=book_result&ct=result&resnum=6#PRA1-PA123,M1
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 Then optimal solution (W ⋆, x⋆) to problem (588) is found, for small ǫ , by iteratingsolution to problem (589) with projector solution (591) to convex problem (590).
 Proof. Optimal vector x⋆ is orthogonal to the last n−1 columns of orthogonalmatrix Q , so
 f⋆(589) = ‖x⋆‖2(1 − (1 + ǫ)−1) (592)
 after each iteration. Convergence of f⋆(589) is proven with the observation that iteration
 (589) (590a) is a nonincreasing sequence bounded below by 0. Any bounded monotonicsequence in R is convergent. [294, §1.2] [44, §1.1] Expression (591) holds for projector Wat each iteration, therefore ‖x⋆‖2(1 − (1 + ǫ)−1) must also represent the optimal objectivevalue f⋆
 (589) at convergence.
 Because the objective f(588) from problem (588) is also bounded below by 0 on thesame domain, this convergent optimal objective value f⋆
 (589) (for positive ǫ arbitrarily
 close to 0) is sufficiently optimal for (588); id est, by (1869)
 f⋆(589) ≥ f⋆
 (588) ≥ 0 (593)
 limǫ→0+
 f⋆(589) = 0 (594)
 Since optimal (U⋆, x⋆) from problem (589) is feasible to problem (588), and because theirobjectives are equivalent for projectors by (586), then converged (U⋆, x⋆) must also beoptimal to (588) in the limit. Because problem (588) is convex, this represents a globallyoptimal solution. ¨
 3.5.2.1.1 Exercise. Matrix fractional projector function class.Show that there are larger positive values of ǫ for which iteration (589) (590a) is equivalentto (588) and returns a projector W ; id est, ǫ→0+ can be unnecessary. H
 3.5.3 semidefinite program via Schur
 Schur complement (1679) can be used to convert a projection problem to an optimizationproblem in epigraph form. Suppose, for example, we are presented with the constrainedprojection problem studied by Hayden & Wells in [215] (who provide analytical solution):Given A∈RM×M and some full-rank matrix S∈RM×L with L < M
 minimizeX∈ SM
 ‖A − X‖2F
 subject to STXS º 0(595)
 Variable X is constrained to be positive semidefinite, but only on a subspace determinedby S . First we write the epigraph form:
 minimizeX∈ SM , t∈R
 t
 subject to ‖A − X‖2F ≤ t
 STXS º 0
 (596)
 Next we use Schur complement [315, §6.4.3] [283] and matrix vectorization (§2.2):
 minimizeX∈ SM , t∈R
 t
 subject to
 [
 tI vec(A − X)vec(A − X)T 1
 ]
 º 0
 STXS º 0
 (597)

Page 23
						

3.5. EPIGRAPH, SUBLEVEL SET 191
 This semidefinite program (§4) is an epigraph form in disguise, equivalent to (595); itdemonstrates how a quadratic objective or constraint can be converted to a semidefiniteconstraint.
 Were problem (595) instead equivalently expressed without the norm square
 minimizeX∈ SM
 ‖A − X‖F
 subject to STXS º 0(598)
 then we get a subtle variation:
 minimizeX∈ SM , t∈R
 t
 subject to ‖A − X‖F ≤ t
 STXS º 0
 (599)
 that leads to an equivalent for (598) (and for (595) by (524))
 minimizeX∈ SM , t∈R
 t
 subject to
 [
 tI vec(A − X)vec(A − X)T t
 ]
 º 0
 STXS º 0
 (600)
 3.5.3.0.1 Example. Schur anomaly.Consider a problem, abstract in the convex constraint, given symmetric matrix A
 minimizeX∈ SM
 ‖X‖2F − ‖A − X‖2
 F
 subject to X∈ C(601)
 the minimization of a difference of two quadratic functions each convex in matrix X .Observe equality
 ‖X‖2F − ‖A − X‖2
 F = 2 tr(XA) − ‖A‖2F (602)
 So problem (601) is equivalent to the convex optimization
 minimizeX∈ SM
 tr(XA)
 subject to X∈ C(603)
 But this problem (601) does not have Schur-form
 minimizeX∈ SM , α , t
 t − α
 subject to X∈ C‖X‖2
 F ≤ t
 ‖A − X‖2F ≥ α
 (604)
 because the constraint in α is nonconvex. (§2.9.1.0.1) 2
 Matrix 2-norm (spectral norm) coincides with largest singular value.
 ‖X‖2 , sup‖a‖=1
 ‖Xa‖2 = σ(X)1 =√
 λ(XTX)1 = minimizet∈R
 t
 subject to
 [
 tI XXT tI
 ]
 º 0
 (605)
 This supremum of a family of convex functions in X must be convex because it constitutesan intersection of epigraphs of convex functions.
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 x
 y
 log x
 [
 xy
 ] ∣
 ∣
 ∣
 ∣
 [−1 1 ][
 xy
 ]
 = log(1)−1
 [
 xy
 ] ∣
 ∣
 ∣
 ∣
 [−2 1 ][
 xy
 ]
 = log(12 )−1
 [
 xy
 ] ∣
 ∣
 ∣
 ∣
 [−4 1 ][
 xy
 ]
 = log(14 )−1
 Figure 81: Three hyperplanes bounding hypograph of real function log x from above.log x≤ y for any [x y ]T belonging to a bounding hyperplane: log x ≤ x + log(1)−1 ,log x ≤ 2x + log(1
 2 )−1 , log x ≤ 4x + log(14 )−1 .
 3.5.4 Log
 Suppose we want a variable and its logarithm to appear in constraints simultaneously.Such a problem formulation would generally be nonconvex. For example,
 minimizex∈intr R
 n
 +
 αTx
 subject to Ax ≤ bCy ≤ dy = log x
 (606)
 where log x : intr Rn+→ Rn operates on each entry individually. On the nonnegative
 real line, the log function of real variable is concave having convex hypograph.Nonconvex problem (606) is solvable by approximating the hypograph with many boundinghyperplanes as in Figure 81. In the problem, assignment y= log x would be replaced with
 ......
 −1 1−2 1−4 1
 ......
 [
 xy
 ]
 ¹
 ...log(1)−1log
 (
 12
 )
 −1
 log(
 14
 )
 −1...
 (607)
 To succeed, this method requires nonnegative α in the objective.One can visualize this optimization in one dimension by imagining an objective function
 that pushes a feasible solution leftward along the x axis; driving toward the hypographboundary which is the log function. In higher dimension, the same bounding hyperplanetechnique would be applied individually to each entry of log . Accuracy to within anytolerance is ensured by increasing number of hyperplanes in vicinity of a solution.
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 Y2
 (a)
 Z1
 Z2
 (b)
 Figure 82: Contours are level sets; each defined by a constant function-value. Gradientin R2 evaluated on grid over some open disc in domain of: (a) convex quadratic bowlf(Y )= Y TY : R2→R illustrated in Figure 83 p.199, (b) 1-norm f(Z)= ‖Z‖1 : R2→R .
 3.6 Gradient
 Gradient ∇f of any differentiable multidimensional function f (formally defined in §D.1)maps each entry fi to a space having the same dimension as the ambient space of itsdomain. Notation ∇f is shorthand for gradient ∇xf(x) of f with respect to x . ∇f(y)can mean ∇yf(y) or gradient ∇xf(y) of f(x) with respect to x evaluated at y ; adistinction that should become clear from context.
 Gradient of a differentiable real function f(x) : RK→R , with respect to its vectorargument, is uniquely defined
 ∇f(x) =
 ∂f(x)∂x1
 ∂f(x)∂x2...
 ∂f(x)∂xK
 ∈ RK (1955)
 while the second-order gradient of the twice differentiable real function, with respect toits vector argument, is traditionally called the Hessian ;3.19
 ∇2f(x) =
 ∂2f(x)∂x2
 1
 ∂2f(x)∂x1∂x2
 · · · ∂2f(x)∂x1∂xK
 ∂2f(x)∂x2∂x1
 ∂2f(x)∂x2
 2· · · ∂2f(x)
 ∂x2∂xK
 ......
 . . ....
 ∂2f(x)∂xK∂x1
 ∂2f(x)∂xK∂x2
 · · · ∂2f(x)∂x2
 K
 ∈ SK (1956)
 3.19Jacobian is the Hessian transpose, so commonly confused in matrix calculus.
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 The gradient can be interpreted as a vector pointing in the direction of greatest change,[393, §15.6] or polar to direction of steepest descent .3.20 The gradient can also beinterpreted as that vector normal to a sublevel set; e.g, Figure 84, Figure 71.
 For the quadratic bowl in Figure 83, the gradient maps to R2 ; illustrated in Figure 82.For a one-dimensional function of real variable, for example, the gradient evaluated atany point in the function domain is just the slope (or derivative) of that function there.(confer §D.1.4.1)
 For any differentiable multidimensional function, zero gradient ∇f = 0 is a conditionnecessary for its unconstrained minimization [177, §3.2]:
 3.6.0.0.1 Example. Projection on rank-1 subset.For A∈SN having eigenvalues λ(A)= [λi]∈RN , consider the unconstrained nonconvexoptimization that is a projection on the rank-1 subset (§2.9.2.1) of positive semidefinitecone SN
 + : Defining λ1 , maxiλ(A)i and corresponding eigenvector v1
 minimizex
 ‖xxT− A‖2F = minimize
 xtr(xxT(xTx) − 2AxxT+ ATA)
 =
 ‖λ(A)‖2 , λ1 ≤ 0
 ‖λ(A)‖2 − λ21 , λ1 > 0
 (1886)
 arg minimizex
 ‖xxT− A‖2F =
 0 , λ1 ≤ 0
 v1
 √λ1 , λ1 > 0
 (1887)
 From (1985) and §D.2.1, the gradient of ‖xxT− A‖2F is
 ∇x
 (
 (xTx)2 − 2xTA x)
 = 4(xTx)x − 4Ax (608)
 Setting the gradient to 0
 Ax = x(xTx) (609)
 is necessary for optimal solution. Replace vector x with a normalized eigenvector vi
 of A∈SN , corresponding to a positive eigenvalue λi , scaled by square root of thateigenvalue. Then (609) is satisfied
 x ← vi
 √
 λi ⇒ Avi = viλi (610)
 xxT = λi vivTi is a rank-1 matrix on the positive semidefinite cone boundary, and the
 minimum is achieved (§7.1.2) when λi =λ1 is the largest positive eigenvalue of A . If Ahas no positive eigenvalue, then x=0 yields the minimum. 2
 Differentiability is a prerequisite neither to convexity or to numerical solution of aconvex optimization problem. The gradient provides a necessary and sufficient condition(359) (461) for optimality in the constrained case, nevertheless, as it does in theunconstrained case:
 For any differentiable multidimensional convex function, zero gradient ∇f = 0 is anecessary and sufficient condition for its unconstrained minimization [66, §5.5.3]:
 3.20Newton’s direction −∇2f(x)−1∇f(x) is better for optimization of nonlinear functions wellapproximated locally by a quadratic function. [177, p.105]
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 3.6.0.0.2 Example. Pseudoinverse A† of matrix A .The pseudoinverse matrix is one particular solution from a convex set of solutions to anunconstrained convex optimization problem [185, §5.5.4]: given arbitrary A∈Rm×n
 minimizeX∈R
 n×m‖XA − I‖2
 F (611)
 where
 ‖XA − I‖2F = tr
 (
 ATXTXA − XA − ATXT+ I)
 (612)
 whose gradient (§D.2.3)
 ∇X‖XA − I‖2F = 2
 (
 XAAT − AT)
 (613)
 vanishes when
 XAAT = AT (614)
 We can make AAT invertible by adding a positively scaled Identity: for any A∈Rm×n
 X ≈ AT(AAT + t I )−1 (615)
 Invertibility is guaranteed for any finite positive value of t by (1621).
 X = limt→0+
 (ATA + t I )−1AT = limt→0+
 AT(AAT+ t I )−1 ∈ Rn×m (2066)
 Then, in the limit t→ 0+, matrix X becomes the pseudoinverse: X → A† = X⋆.
 When matrix A is thin-or-square full-rank, in particular, then ATA is invertible,(ATA)−1AT = X⋆ is the pseudoinverse A†, and A†A=I . Starting with a minimizationof ‖AX − I‖2
 F , instead, invokes the second [sic ] flavor in (2066): When matrix A is widefull-rank, then AAT is invertible, AT(AAT)−1 = X⋆ becomes the pseudoinverse A†, andAA†= I . But (2066) always provides that unique pseudoinverse A†, regardless of shapeor rank, that simultaneously minimizes ‖AX − I‖2
 F and ‖XA − I‖2F . 2
 3.6.0.0.3 Example. Hyperplane, line, described by affine function.Consider the real affine function of vector variable, (confer Figure 78)
 f(x) : Rp→R = aTx + b (616)
 whose domain is Rp and whose gradient ∇f(x)= a is a vector constant (independentof x). This function describes the real line R (its range), and it describes a nonvertical[230, §B.1.2] hyperplane ∂H in the space Rp×R for any particular vector a (confer §2.4.2);
 ∂H =
 [
 xaTx + b
 ]
 | x∈Rp
 ⊂ Rp×R (617)
 having nonzero normal
 η =
 [
 a−1
 ]
 ∈ Rp×R (618)
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 This equivalence to a hyperplane holds only for real functions.3.21 Epigraph of real affine
 function f(x) is therefore a halfspace in
 [
 Rp
 R
 ]
 , so we have:
 The real affine function is to convex functionsas
 the hyperplane is to convex sets.
 Similarly, the matrix-valued affine function of real variable x , for any particular matrixA∈RM×N
 h(x) : R→RM×N = Ax + B (619)
 describes a line in RM×N in direction A
 Ax + B | x∈R ⊆ RM×N (620)
 and describes a line in R×RM×N
 [
 xAx + B
 ]
 | x∈R
 ⊂ R×RM×N (621)
 whose slope with respect to x is A . 2
 3.6.1 monotonic function
 A real function of real argument is called monotonic when it is exclusively nonincreasing ornondecreasing over the whole of its domain. A real differentiable function of real argumentis monotonic when its first derivative (not necessarily continuous) maintains sign over thefunction domain.
 3.6.1.0.1 Definition. Monotonicity.In pointed closed convex cone K , multidimensional function f(X) is
 nondecreasing monotonic when Y ºK X ⇒ f(Y ) º f(X)nonincreasing monotonic when Y ºK X ⇒ f(Y ) ¹ f(X)
 (622)
 ∀X,Y ∈ dom f . Multidimensional function f(X) is
 increasing monotonic when Y ≻K X ⇒ f(Y ) ≻ f(X)decreasing monotonic when Y ≻K X ⇒ f(Y ) ≺ f(X)
 (623)
 These latter inequalities define strict monotonicity when they hold over all X,Y ∈ dom f .
 3.21To prove that, consider a vector-valued affine function
 f(x) : Rp→R
 M = Ax + b
 having gradient ∇f(x)=AT∈ Rp×M : The affine set
 [
 xAx + b
 ]
 | x∈Rp
 ⊂ Rp×R
 M
 is perpendicular to
 η ,
 [
 ∇f(x)−I
 ]
 ∈ Rp×M × R
 M×M
 because
 ηT
 ([
 xAx + b
 ]
 −[
 0b
 ])
 = 0 ∀x ∈ Rp
 Yet η is a vector (in Rp×R
 M ) only when M = 1. ¨
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 For monotonicity of vector-valued functions, f compared with respect to thenonnegative orthant, it is necessary and sufficient for each entry fi to be monotonic in thesame sense.
 Any affine function is monotonic. In K= SM+ , for example, tr(ZTX) is a nondecreasing
 monotonic function of matrix X∈ SM when matrix constant Z is positive semidefinite;which follows from a result (388) of Fejer.
 3.6.1.0.2 Exercise. Quasiconcave monotonic functions.Prove:
 A º B º 0 ⇒ rankA ≥ rankB (1661)
 x º y º 0 ⇒ cardx ≥ card y (624)
 H
 A convex function can be characterized by another kind of nondecreasing monotonicity ofits gradient:
 3.6.1.0.3 Theorem. Gradient monotonicity. [230, §B.4.1.4] [59, §3.1 exer.20]Given real differentiable function f(X) : Rp×k→R with matrix argument on open convexdomain, the condition
 〈∇f(Y ) −∇f(X) , Y − X〉 ≥ 0 for each and every X,Y ∈ dom f (625)
 is necessary and sufficient for convexity of f . Strict inequality and caveat Y 6= Xconstitute necessary and sufficient conditions for strict convexity. ⋄
 3.6.1.0.4 Example. Composition of functions. [66, §3.2.4] [230, §B.2.1]Monotonic functions play a vital role determining convexity of functions constructedby transformation. Given functions g : Rk→R and h : Rn→Rk, their compositionf = g(h) : Rn→R defined by
 f(x) = g(h(x)) , dom f = x∈ dom h | h(x)∈ dom g (626)
 is convex if
 g is convex nondecreasing monotonic and h is convex
 g is convex nonincreasing monotonic and h is concave
 is concave if
 g is concave nondecreasing monotonic and h is concave
 g is concave nonincreasing monotonic and h is convex
 where ∞ (−∞) is assigned to convex (concave) g when evaluated outside its domain. Fordifferentiable functions, these rules are consequent to (1986).
 Convexity (concavity) of any g is preserved when h is affine. 2
 In particular, nondecreasing affine transformation of a convex (concave) function remainsconvex (concave). If f and g are nonnegative convex real functions, then (f(x)k + g(x)k)1/k
 is also convex for integer k≥1. [284, p.44] A squared norm is convex having thesame minimum because a squaring operation is convex nondecreasing monotonic on thenonnegative real line.
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 3.6.1.0.5 Exercise. Anomalous composition.Composition of convex nondecreasing monotonic g=ex with concave h=−x2, each a realfunction, corresponds to no rule in Example 3.6.1.0.4. But g(h) is quasiconcave. (§3.14)3.22
 Does this kind of composition always produce quasiconcavity? H
 3.6.1.0.6 Exercise. Order of composition.Real function f =x−2 is convex on R+ but not predicted so by results in Example 3.6.1.0.4when g=h(x)−1 and h=x2. Explain this anomaly. H
 The following result, for product of real functions, is extensible to inner product ofmultidimensional functions on real domain:
 3.6.1.0.7 Exercise. Product and ratio of convex functions. [66, exer.3.32]In general the product or ratio of two convex functions is not convex. [263] However, thereare some results that apply to functions on R [real domain]. Prove the following.3.23
 (a) If f and g are convex, both nondecreasing (or nonincreasing), and positive functionson an interval, then fg is convex.
 (b) If f , g are concave, positive, with one nondecreasing and the other nonincreasing,then fg is concave.
 (c) If f is convex, nondecreasing, and positive, and g is concave, nonincreasing, andpositive, then f/g is convex. H
 3.7 First-order convexity condition, real function
 Discretization of wº 0 in (507) invites refocus to the real-valued function:
 3.7.0.0.1 Theorem. Necessary and sufficient convexity condition. [44, §1.2] [348, §3][66, §3.1.3] [152, §I.5.2] [372, §4.2] [461, §1.2.3] For f(X) : Rp×k→R a real differentiablefunction with matrix argument on open convex domain, the condition (confer §D.1.7)
 f(Y ) ≥ f(X) + 〈∇f(X) , Y − X〉 for each and every X,Y ∈ dom f (627)
 is necessary and sufficient for convexity of f . Caveat Y 6= X and strict inequality againconstitute necessary and sufficient conditions for strict convexity. [230, §B.4.1.1] ⋄
 When f(X) : Rp→R is a real differentiable convex function with vector argument onopen convex domain, there is simplification of the first-order condition (627); for each andevery X,Y ∈ dom f
 f(Y ) ≥ f(X) + ∇f(X)T(Y − X) (628)
 From this we can find ∂H− a unique [442, p.220-229] nonvertical [230, §B.1.2] hyperplane
 (§2.4), expressed in terms of function gradient, supporting epi f at
 [
 Xf(X)
 ]
 : videlicet,
 defining f(Y /∈ dom f ) , ∞ [66, §3.1.7]
 [
 Yt
 ]
 ∈ epi f ⇔ t ≥ f(Y ) ⇒[
 ∇f(X)T −1]
 ([
 Yt
 ]
 −[
 Xf(X)
 ])
 ≤ 0 (629)
 3.22Hint: §3.15.3.23Hint: Prove §3.6.1.0.7a by verifying Jensen’s inequality ((506) at µ= 1
 2).
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 ∂H−
 f(Y )
 [
 ∇f(X)−1
 ]
 Figure 83: When a real function f is differentiable at each point in its open domain,there is an intuitive geometric interpretation of function convexity in terms of its gradient∇f (Figure 82 p.193) and its epigraph: Drawn is a convex quadratic bowl in R2×R(confer Figure 189 p.557); f(Y )= Y TY : R2→R versus Y on some open disc in R2.Unique strictly supporting hyperplane ∂H−⊂R2× R (only partially drawn) and itsnormal vector [∇f(X)T −1 ]T, at the particular point of support [XT f(X) ]T, areillustrated. The interpretation: At each and every coordinate Y , normal [∇f(Y )T −1 ]T
 defines a unique hyperplane containing [Y T f(Y ) ]T and supporting the epigraph ofconvex differentiable f .
 This means, for each and every point X in the domain of a convex real function f(X) ,
 there exists a hyperplane ∂H− in Rp× R having normal
 [
 ∇f(X)−1
 ]
 supporting the
 function epigraph at
 [
 Xf(X)
 ]
 ∈ ∂H−
 ∂H− =
 [
 Yt
 ]
 ∈[
 Rp
 R
 ]
 [
 ∇f(X)T −1]
 ([
 Yt
 ]
 −[
 Xf(X)
 ])
 = 0
 (630)
 Such a hyperplane is strictly supporting whenever a function is strictly convex. Onesuch supporting hyperplane (confer Figure 32a) is illustrated in Figure 83 for a convexquadratic.
 From (628) we deduce, for each and every X,Y ∈ dom f in the domain,
 ∇f(X)T(Y − X) ≥ 0 ⇒ f(Y ) ≥ f(X) (631)
 meaning, the gradient at X identifies a supporting hyperplane there in Rp
 Y ∈ Rp | ∇f(X)T(Y − X) = 0 (632)
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 α
 β
 γ∇f(X)
 Y−X
 Z | f(Z ) = α
 Y | ∇f(X)T(Y − X) = 0 , f(X)=α (632)
 α ≥ β ≥ γ
 Figure 84: (confer Figure 71) Shown is a plausible contour plot in R2 of some arbitraryreal differentiable convex function f(Z ) at selected levels α , β , and γ ; contours of equallevel f (level sets) drawn in the function’s domain. A convex function has convex sublevelsets Lf(X)f (633). [349, §4.6] The sublevel set whose boundary is the level set at α , forinstance, comprises all shaded regions. For any particular convex function, the familycomprising all its sublevel sets is nested. [230, p.75] Were sublevel sets not convex, wemay certainly conclude the corresponding function is neither convex. Contour plots ofreal affine functions are illustrated in Figure 29 and Figure 78.
 to the convex sublevel sets of convex function f (confer (575))
 Lf(X)f , Z ∈ dom f | f(Z) ≤ f(X) ⊆ Rp (633)
 illustrated for an arbitrary convex real function in Figure 84 and Figure 71. Thatsupporting hyperplane is unique for twice differentiable f . [393, p.501]
 3.7.0.0.2 Example. Tangent hyperplane to nonconvex surface.A three-dimensional surface described by third-order polynomial
 z(x, y) = x3− y3− 3x + 3y : R2→R (634)
 is plotted in Figure 85 over a small subset of its domain which we take as the entireambient space R2. Given arbitrary point
 a ,
 [
 xo
 yo
 ]
 =
 [
 −11
 ]
 (635)
 in the domain, we seek a hyperplane ∂H tangent to the surface there.A hyperplane can be uniquely identified by its offset from the origin and its normal
 vector. To discern the normal, we first find derivatives of z(x, y) in unit direction of thedomain’s Cartesian axes x and y : (§D.1.6)
 →e1
 dz (x, y) =∇z(x, y)T
 [
 10
 ]
 =∂z
 ∂x= 3x2− 3
 →e2
 dz (x, y) =∇z(x, y)T
 [
 01
 ]
 =∂z
 ∂y= −3y2+ 3
 (636)
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 z
 x
 yη
 vy
 vx
 R2× R
 z(x, y) = x3− y3− 3x + 3y
 Figure 85: Vector η∈R3 is normal to a hyperplane that is tangent to nonconvex surfacez(x, y) at [xo yo ]T. Each of three vectors illustrated (vx , vy , η) is translated to[xo yo z(xo , yo) ]T = [−1 1 4 ]T.
 Then vectors, illustrated in Figure 85, are constructed from those derivatives:
 vx =
 10
 ∂z∂x
 ∣
 ∣
 a
 =
 100
 , vy =
 01
 ∂z∂y
 ∣
 ∣
 a
 =
 010
 , η =−[
 ∇z(x, y)|a−1
 ]
 =
 001
 (637)
 Vectors vx and vy always belong to the tangent hyperplane, when translated, but normalη must be orthogonal; id est, η⊥vx and η⊥vy . The tangent hyperplane we seek is
 ∂H =
 x, y, z
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 ±ηT
 x − xo
 y − yo
 z − z(xo , yo)
 = 0
 (638)
 having offset [xo yo z(xo , yo) ]T from the origin in R2× R . Any tangent hyperplanewould support the epigraph of a convex function. But this tangent hyperplane does notsupport the epigraph, so there are infinitely many more points of intersection elsewhere.
 2
 3.7.1 Second-order convexity condition, real function
 Disclosed in §3.9 and §3.13, a second-order condition for convexity of a real functioncorresponds to the one-dimensional case of a vector- or matrix-valued function.
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 3.8 First-order convexity condition, vector-valued f
 Now consider the first-order necessary and sufficient condition for convexity of avector-valued function: Differentiable function f(X) : Rp×k→RM is convex if and only ifdom f is open, convex, and for each and every X,Y ∈ dom f
 f(Y ) ºR
 M+
 f(X) +→Y −X
 df(X) , f(X) +d
 dt
 ∣
 ∣
 ∣
 ∣
 t=0
 f(X+ t (Y − X)) (639)
 where→Y −X
 df(X) is the directional derivative3.24 [393] [375] of f at X in direction Y −X .This, of course, follows from the real-valued function case: by dual generalized inequalities(§2.13.2.0.1),
 f(Y ) − f(X) −→Y −X
 df(X) ºR
 M+
 0 ⇔⟨
 f(Y ) − f(X) −→Y −X
 df(X) , w
 ⟩
 ≥ 0 ∀w ºR
 M∗
 +
 0 (640)
 where
 →Y −X
 df(X) =
 tr(
 ∇f1(X)T(Y − X))
 tr(
 ∇f2(X)T(Y − X))
 ...
 tr(
 ∇fM (X)T(Y − X))
 ∈ RM (641)
 Necessary and sufficient discretization (507) allows relaxation of the semiinfinite number ofconditions wº 0 instead to w∈ ei , i=1 . . . M the extreme directions of the selfdual
 nonnegative orthant. Each extreme direction picks out a real entry fi and→Y −X
 df(X) i fromthe vector-valued function and its directional derivative, then Theorem 3.7.0.0.1 applies.
 The vector-valued function case (639) is therefore a straightforward application of thefirst-order convexity condition for real functions to each entry of the vector-valued function.
 3.9 Second-order convexity condition, vector-valued f
 Again, by discretization (507), we are obliged only to consider each individual entry fi ofa vector-valued function f ; id est, the real functions fi.
 For f(X) : Rp→RM , a twice differentiable vector-valued function with vectorargument on open convex domain,
 ∇2fi(X) ºS
 p+
 0 ∀X∈ dom f , i=1 . . . M (642)
 is necessary and sufficient for convexity of f . Condition (642) demands nonnegativecurvature, intuitively, hence precluding points of inflection as in Figure 87 (p.209).
 Obviously, when M = 1 , this convexity condition (642) also serves for a real function.Second-order convexity condition with matrix argument is deferred until §3.13.
 Strict inequality in (642) provides only a sufficient condition (⇒) for strict convexity,but that is nothing new; videlicet, strictly convex real function fi(x)=x4 does not havepositive second derivative at each and every x∈R . Quadratic forms constitute a notableexception where the strict-case converse (⇐) holds reliably.
 3.24We extend the traditional definition of directional derivative in §D.1.4 so that direction may beindicated by a vector or a matrix, thereby broadening scope of the Taylor series (§D.1.7). The right sideof inequality (639) is the first-order Taylor series expansion of f about X .
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 3.9.0.0.1 Example. Convex quadratic.Real quadratic multivariate polynomial in matrix A and vector b
 xTA x + 2bTx + c (643)
 is convex if and only if Aº0. Proof follows by observing second-order gradient: (§D.2.1)
 ∇2x
 (
 xTA x + 2bTx + c)
 = A +AT (644)
 Because xT(A +AT)x = 2xTA x , matrix A can be assumed symmetric. 2
 3.9.0.0.2 Exercise. Real fractional function. (confer §3.3, §3.5.2, §3.14.2.0.3)Prove that real function f(x, y) = y/x is not convex on the first quadrant. Also exhibitthis in a plot of the function. (f is quasilinear (p.210) on x > 0 and nonmonotonic;even on the first quadrant.) H
 3.9.0.0.3 Exercise. One-dimensional stress function.Define |x−y|,
 √
 (x−y)2 and
 X = [x1 · · · xN ] ∈ R1×N (79)
 Given symmetric nonnegative data [hij ]∈ SN∩ RN×N+ , consider function
 f(vec X) =
 N−1∑
 i=1
 N∑
 j=i+1
 (|xi − xj | − hij)2 ∈ R (1470)
 Find a gradient and Hessian for f . Then explain why f is not a convex function; id est,why doesn’t second-order condition (642) apply to the constant positive semidefiniteHessian matrix you found. For N = 6 and hij data from (1551), apply line theorem3.13.0.0.1 to plot f along some arbitrary lines through its domain. H
 3.9.0.1 second-order ⇒ first-order condition
 For a twice-differentiable real function fi(X) : Rp→R having open domain, a consequenceof the mean value theorem from calculus allows compression of its complete Taylor seriesexpansion about X∈ dom fi (§D.1.7) to three terms: On some open interval of ‖Y ‖2 ,so that each and every line segment [X,Y ] belongs to dom fi , there exists an α∈ [0 , 1]such that [461, §1.2.3] [44, §1.1.4]
 fi(Y ) = fi(X) + ∇fi(X)T(Y −X) +1
 2(Y −X)T∇2fi(αX + (1 − α)Y )(Y −X) (645)
 The first-order condition for convexity (628) follows directly from this and the second-ordercondition (642).
 3.10 Convex matrix-valued function
 We need different tools for matrix argument: We are primarily interested in continuousmatrix-valued functions g(X). We choose symmetric g(X)∈ SM because matrix-valuedfunctions are most often compared (646) with respect to the positive semidefinite cone SM
 +
 in the ambient space of symmetric matrices.3.25
 3.25Function symmetry is not a necessary requirement for convexity; indeed, for A∈Rm×p and B∈R
 m×k,g(X) = AX + B is a convex (affine) function in X on domain R
 p×k with respect to the nonnegative orthant
 Rm×k+ . Symmetric convex functions share the same benefits as symmetric matrices. Horn & Johnson
 [233, §7.7] liken symmetric matrices to real numbers, and (symmetric) positive definite matrices to positivereal numbers.
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 3.10.0.0.1 Definition. Convex matrix-valued function:1) Matrix-definition.A function g(X) : Rp×k→SM is convex in X iff dom g is a convex set and, for each andevery Y,Z∈dom g and all 0≤µ≤1 [247, §2.3.7]
 g(µ Y + (1 − µ)Z) ¹S
 M+
 µ g(Y ) + (1 − µ)g(Z ) (646)
 Reversing sense of the inequality flips this definition to concavity. Strict convexity isdefined less a stroke of the pen in (646) similarly to (509).
 2) Scalar-definition.It follows that g(X) : Rp×k→SM is convex in X iff wTg(X)w : Rp×k→R is convex in Xfor each and every ‖w‖= 1 ; shown by substituting the defining inequality (646). By dualgeneralized inequalities we have the equivalent but more broad criterion, (§2.13.6)
 g convex w.r.t SM+ ⇔ 〈W , g〉 convex for each and every W º
 SM∗
 +
 0 (647)
 Strict convexity on both sides requires caveat W 6= 0. Because the set of all extremedirections for the selfdual positive semidefinite cone (§2.9.2.7) comprises a minimal set ofgenerators for that cone, discretization (§2.13.4.2.1) allows replacement of matrix W withsymmetric dyad wwT as proposed.
 3.10.0.0.2 Example. Taxicab distance matrix.Consider an n-dimensional vector space Rn with metric induced by the 1-norm. Thendistance between points x1 and x2 is the norm of their difference: ‖x1− x2‖1 . Given alist of points arranged columnar in a matrix
 X = [x1 · · · xN ] ∈ Rn×N (79)
 then we could define a taxicab distance matrix
 D1(X) , (I ⊗ 1Tn ) | vec(X)1T − 1⊗X | ∈ SN
 h ∩ RN×N+
 =
 0 ‖x1− x2‖1 ‖x1− x3‖1 · · · ‖x1− xN‖1
 ‖x1− x2‖1 0 ‖x2− x3‖1 · · · ‖x2− xN‖1
 ‖x1− x3‖1 ‖x2− x3‖1 0 ‖x3− xN‖1
 ......
 . . ....
 ‖x1− xN‖1 ‖x2− xN‖1 ‖x3− xN‖1 · · · 0
 (648)
 where 1n is a vector of ones having dim1n = n and where ⊗ represents Kroneckerproduct. This matrix-valued function is convex with respect to the nonnegative orthantsince, for each and every Y,Z∈Rn×N and all 0≤µ≤1
 D1(µ Y + (1 − µ)Z) ¹R
 N×N+
 µ D1(Y ) + (1 − µ)D1(Z ) (649)
 2
 3.10.0.0.3 Exercise. 1-norm distance matrix.The 1-norm is called taxicab distance because, to go from one point to another in a cityby car, road distance is a sum of grid lengths as in Figure 86. Prove (649). H
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 x
 yR2
 Figure 86: Path length, along any illustrated route from x to y , is identical to ‖x − y‖1 .The same would hold in higher dimension, assuming no backtracking.
 3.10.0.0.4 Exercise. Binary distance matrix.Euclidean distance-square between n-dimensional real vectors xi∈Rn is
 ‖xi − xj‖2 = (xi − xj)T(xi − xj) = xT
 i xi + xTj xj − 2xT
 i xj (1045)
 One-bit signals are common in audio (Figure 1) and image processing. When encodinggreyscale images, xi can represent the ith vectorized image with each entry correspondingto a particular pixel intensity ranging over dark to light. When black and white imagesare encoded, qi represents a vectorized image with each entry either 0 or 1. Such binaryimages are known as halftone (newspaper) or fax (fac simile). For n-dimensional binaryvectors, si∈Bn
 ±= −1, 1n and qi∈Bn = 0, 1n, distance-square is expressed
 ‖si − sj‖2 = (si − sj)T(si − sj) = n + n − 2sT
 i sj
 ‖qi − qj‖2 = (qi − qj)T(qi − qj) = 1Tqi + 1Tqj − 2qT
 i qj
 (650)
 Each expression satisfies first properties of a metric (§5.2); importantly, nonnegativityand 0 selfdistance. Write a matrix expression, neater than (648), for a binary Bn
 ± distancematrix. H
 3.11 First-order convexity condition, matrix-valued f
 From the scalar-definition (§3.10.0.0.1) of a convex matrix-valued function, fordifferentiable function g and for each and every real vector w of unit norm ‖w‖ = 1 ,we have
 wTg(Y )w ≥ wTg(X)w + wT→Y −X
 dg(X) w (651)
 that follows immediately from the first-order condition (627) for convexity of a real functionbecause
 wT→Y −X
 dg(X) w =⟨
 ∇X wTg(X)w , Y − X⟩
 (652)
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 where→Y −X
 dg(X) is the directional derivative (§D.1.4) of function g at X in direction Y −X .By discretized dual generalized inequalities, (§2.13.6)
 g(Y ) − g(X) −→Y −X
 dg(X) ºS
 M+
 0 ⇔⟨
 g(Y ) − g(X) −→Y −X
 dg(X) , wwT
 ⟩
 ≥ 0 ∀wwT(ºS
 M∗
 +
 0) (653)
 For each and every X,Y ∈ dom g (confer (639))
 g(Y ) ºS
 M+
 g(X) +→Y −X
 dg(X) (654)
 must therefore be necessary and sufficient for convexity of a matrix-valued function ofmatrix variable on open convex domain.
 3.12 Epigraph of matrix-valued function, sublevel sets
 We generalize epigraph to a continuous matrix-valued function g(X) : Rp×k→SM :[36, p.155]
 epi g , (X , T )∈Rp×k× SM | X∈ dom g , g(X) ¹S
 M+
 T (655)
 from which it follows
 g convex ⇔ epi g convex (656)
 Proof of necessity is similar to that in §3.5 on page 187.Sublevel sets of a convex matrix-valued function corresponding to each and every
 S∈ SM (confer (575))
 LSg , X∈ dom g | g(X) ¹
 SM+
 S ⊆ Rp×k (657)
 are convex. There is no converse.
 3.12.1 matrix fractional function redux
 (confer §3.5.2) [36, p.155] Consider a matrix-valued function of two variables ondom g = SN
 + ×Rn×N for small positive constant ǫ (confer (2065))
 g(A , X) = ǫX(A + ǫ I )−1XT (658)
 where the inverse always exists by (1621). This function is convex simultaneously inboth variables over the entire positive semidefinite cone SN
 + and all X∈ Rn×N . This isexplained:
 Recall Schur-form (1682) from §A.4: for T∈ Sn
 G(A , X , T ) =
 [
 A + ǫ I XT
 X ǫ−1 T
 ]
 º 0
 ⇔T − ǫX(A + ǫ I )−1XT º 0
 A + ǫ I ≻ 0
 (659)
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 By Theorem 2.1.9.0.1, inverse image of the positive semidefinite cone SN+n+
 under affine mapping G(A , X , T ) is convex. Function g(A , X) is convex onSN
 + ×Rn×N because its epigraph is that inverse image:
 epi g(A , X) =
 (A , X , T ) | A + ǫ I ≻ 0 , ǫX(A + ǫ I )−1XT¹ T
 = G−1(
 SN+n+
 ) (660)
 ¨
 3.13 Second-order convexity condition, matrix-valued f
 The following line theorem is a potent tool for establishing convexity of a multidimensionalfunction. To understand it, what is meant by line must first be solidified. Given afunction g(X) : Rp×k→SM and particular X , Y ∈ Rp×k not necessarily in that function’sdomain, then we say a line X+ t Y | t∈R (infinite in extent) passes through dom gwhen X+ t Y ∈ dom g over some interval of t∈R .
 3.13.0.0.1 Theorem. Line theorem. (confer [66, §3.1.1])Multidimensional function f(X) : Rp×k→RM or g(X) : Rp×k→SM is convex in X if andonly if it remains convex on the intersection of any line with its domain. ⋄
 Now we assume a twice differentiable function.
 3.13.0.0.2 Definition. Differentiable convex matrix-valued function.Matrix-valued function g(X) : Rp×k→SM is convex in X iff dom g is an open convex set,and its second derivative g′′(X+ t Y ) : R→SM is positive semidefinite on each point ofintersection along every line X+ t Y | t∈R that intersects dom g ; id est, iff for eachand every X , Y ∈ Rp×k such that X+ t Y ∈ dom g over some open interval of t∈R
 d2
 dt2g(X+ t Y ) º
 SM+
 0 (661)
 Similarly, ifd2
 dt2g(X+ t Y ) ≻
 SM+
 0 (662)
 then g is strictly convex; the converse is generally false. [66, §3.1.4]3.26
 3.13.0.0.3 Example. Convexity of matrix inverse. (confer §3.3.1)The matrix-valued function Xµ is convex on intr SM
 + for −1≤µ≤0 or 1≤µ≤2 andconcave for 0≤µ≤1. [66, §3.6.2] In particular, the function g(X) = X−1 is convex onintr SM
 + . For each and every Y ∈ SM (§D.2.1, §A.3.1.0.5)
 d2
 dt2g(X+ t Y ) = 2(X+ t Y )−1 Y (X+ t Y )−1 Y (X+ t Y )−1 º
 SM+
 0 (663)
 on some open interval of t∈R such that X + t Y ≻ 0. Hence, g(X) is convex in X .This result is extensible;3.27 tr X−1 is convex on that same domain. [233, §7.6 prob.2][59, §3.1 exer.25] 2
 3.26The strict-case converse is reliably true for quadratic forms.3.27 d/dt tr g(X+ t Y ) = tr d/dt g(X+ t Y ). [234, p.491]
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 3.13.0.0.4 Example. Matrix squared.Iconic real function f(x)= x2 is strictly convex on R . The matrix-valued functiong(X)=X2 is convex on the domain of symmetric matrices; for X , Y ∈ SM and any openinterval of t∈R (§D.2.1)
 d2
 dt2g(X+ t Y ) =
 d2
 dt2(X+ t Y )2 = 2Y 2 (664)
 which is positive semidefinite when Y is symmetric because then Y 2 = Y TY (1627).3.28
 Perhaps a more appropriate matrix-valued counterpart for f is g(X)=XTX whichis a convex function on domain X∈ Rm×n , and strictly convex whenever X isthin-or-square full-rank. This matrix-valued function can be generalized to g(X)=XTAXwhich is convex whenever matrix A is positive semidefinite (p.566), and strictly convexwhen A is positive definite and X is thin-or-square full-rank (Corollary A.3.1.0.5). 2
 3.13.0.0.5 Exercise. Squared maps.Give seven examples of distinct polyhedra P for which the set
 XTX | X∈ P ⊆ Sn+ (665)
 were convex. Is this set convex, in general, for any polyhedron P ? (confer (1395)(1402))Is the epigraph of function g(X)=XTX convex for any polyhedral domain? H
 3.13.0.0.6 Exercise. Inverse square. (confer §3.12.1)For positive scalar a , real function f(x)= ax−2 is convex on the nonnegativereal line. Given positive definite matrix constant A , prove via line theorem thatg(X)= tr
 (
 (XTA−1X)−1)
 is generally not convex unless X≻ 0 .3.29 From this result, show
 how it follows via Definition 3.10.0.0.1-2 that h(X) = (XTA−1X)−1 is generally neitherconvex. H
 3.13.0.0.7 Example. Matrix exponential.The matrix-valued function g(X) = eX : SM → SM is convex on the subspace of circulant[197] symmetric matrices. Applying the line theorem, for all t∈R and circulantX , Y ∈ SM , from Table D.2.7 we have
 d2
 dt2eX+ t Y = Y eX+ t Y Y º
 SM+
 0 , (XY )T = XY (666)
 because all circulant matrices are commutative and, for symmetric matrices,XY = Y X ⇔ (XY )T = XY (1644). Given symmetric argument, the matrix exponentialalways resides interior to the cone of positive semidefinite matrices in the symmetric matrixsubspace; eA≻ 0 ∀A∈SM (2063). Then for any matrix Y of compatible dimension,Y TeAY is positive semidefinite. (§A.3.1.0.5)
 The subspace of circulant symmetric matrices contains all diagonal matrices. Thematrix exponential of any diagonal matrix eΛ exponentiates each individual entry onthe main diagonal. [286, §5.3] So, changing the function domain to the subspace ofreal diagonal matrices reduces the matrix exponential to a vector-valued function inan isometrically isomorphic subspace RM ; known convex (§3.1) from the real-valuedfunction case [66, §3.1.5]. 2
 There are more methods for determining function convexity; [44] [66] [152] one can bemore efficient than another depending on the function in hand.
 3.28By (1645) in §A.3.1, changing the domain instead to all symmetric and nonsymmetric positivesemidefinite matrices, for example, will not produce a convex function.3.29Hint: §D.2.3.
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 Figure 87: Iconic unimodal differentiable quasiconvex function of two variables graphedin R2× R on some open disc in R2. Note reversal of curvature in direction of gradient.The negative of a quasiconvex function is quasiconcave, and vice versa.
 3.13.0.0.8 Exercise. log det.Matrix determinant is neither a convex or concave function, in general, but inverteddeterminant detX−1 = 1/det X (2064) is convex when its domain is restricted to interiorof a positive semidefinite cone. [36, p.149] Show by three different methods: On interiorof a positive semidefinite cone, − log detX = log detX−1 is convex. H
 3.14 Quasiconvex
 Quasiconvex functions [230] [372] [442] [278, §2] are valuable, pragmatically, because theyare unimodal (by definition when nonmonotonic); a global minimum is guaranteed to existover any convex set in the function domain; e.g, Figure 87. That subset of the domain,corresponding to a global minimum, is convex. Optimal solution to quasiconvex problemsis by method of bisection (a.k.a binary search). [66, §4.2.5]
 3.14.0.0.1 Definition. Quasiconvex function. (confer (506))f(X) : Rp×k→R is a quasiconvex function of matrix X iff dom f is a convex set and foreach and every Y,Z∈dom f and 0≤µ≤1
 f(µY + (1 − µ)Z) ≤ maxf(Y ) , f(Z ) (667)
 A quasiconcave function is similarly defined:
 f(µY + (1 − µ)Z) ≥ minf(Y ) , f(Z ) (668)
 Caveat Y 6= Z and strict inequality on an open interval 0<µ<1 constitute necessaryand sufficient conditions for strict quasiconvexity.
 Unlike convex functions, quasiconvex functions are not necessarily continuous; e.g,quasiconcave rank(X) on SM
 + (§2.9.2.9.2) and card(x) on RM+ . Although insufficient
 for convex functions, convexity of each and every sublevel set serves as a definition ofquasiconvexity:
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 3.14.0.0.2 Definition. Quasiconvex multidimensional function.Scalar-, vector-, or matrix-valued function g(X) : Rp×k→SM is a quasiconvex function ofmatrix X iff dom g is a convex set and its sublevel set
 LSg = X∈ dom g | g(X) ¹ S ⊆ Rp×k (657)
 (corresponding to each and every S∈ SM ) is convex. Vectors are compared with respect tothe nonnegative orthant RM
 + while matrices are with respect to the positive semidefinite
 cone SM+ .
 Likewise, convexity of each and every superlevel set
 LSg = X∈ dom g | g(X) º S ⊆ Rp×k (669)
 is necessary and sufficient for quasiconcavity.
 3.14.0.0.3 Exercise. Nonconvexity of matrix product.Consider real function f on a positive definite domain
 f(X) = tr(X1X2) , X ,
 [
 X1
 X2
 ]
 ∈ dom f ,
 [
 rel intr SN+
 rel intr SN+
 ]
 (670)
 with superlevel sets
 Lsf = X ∈ dom f | 〈X1 , X2〉 ≥ s (671)
 Prove that f(X) is not quasiconcave except when N = 1 , nor is it quasiconvex unlessX1 = X2 . H
 3.14.1 quasilinear
 When a function is simultaneously quasiconvex and quasiconcave, it is called quasilinear.Quasilinear functions are completely determined by convex level sets. Multidimensionalquasilinear functions are not necessarily monotonic; e.g, Exercise 3.9.0.0.2.
 One-dimensional functions x3 and ex and vector-valued signum function sgn(x) arequasilinear, for example.
 3.14.2 bilinear
 Real bilinear (inner product) function3.30 xTu of vectors x and u is quasiconcave andstrictly monotonic on the nonnegative orthants Rη
 +× Rη+ only when dimension η equals 1.
 (Figure 88) x2u and xu2 and biquadratic x2u2 are quasiconcave strictly monotonic, butover no more broad a domain.
 When variable x←β has dimension 1 but u is a vector of arbitrary dimension η , realfunction f(β , u)=β1Tu=β tr δ(u) is quasiconcave strictly monotonic on the nonnegativeorthants R+× Rη
 + . f(β , u) is quasiconcave strictly monotonic on R+× Rη when 1Tu≥0.
 3.14.2.0.1 Proof. Domain of function
 f(β , u) : R+× Rη →R+ = β1Tu , 1Tu≥0 (672)
 is a nonpointed polyhedral cone in Rη+1, its range a halfline R+ .
 3.30Convex envelope of bilinear functions is well known. [4]
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 x
 u
 xu
 Figure 88: Quasiconcave strictly monotonic real product function xu is bowed (not affine)on the nonnegative orthants.
 (quasiconcavity) Because this function spans an orthant, its 0-superlevel set is thedeepest superlevel set and identical to its domain. Higher superlevel sets of the function,given some fixed nonzero scalar ζ≥ 0
 β , u | f(β , u) ≥ ζ , β>0 , 1Tu≥0 = β , u | β1Tu ≥ ζ , β>0 , 1Tu≥0= β , u | 1Tu ≥ ζ
 β, β>0 (673)
 are not polyhedral but they are convex because (§A.4)
 1Tu ≥ ζ
 β, β > 0 ⇔
 [
 β√
 ζ√ζ tr δ(u)
 ]
 º 0 (674)
 and because inverse image of a positive semidefinite cone under affine transformationis convex by Theorem 2.1.9.0.1. Convex superlevel sets are necessary and sufficient forquasiconcavity by Definition 3.14.0.0.2.
 (monotonicity) By Definition 3.6.1.0.1,
 f is increasing monotonic when
 [
 βu
 ]
 ≻[
 τz
 ]
 ⇒ f(β , u) ≻ f(τ , z) (675)
 for all β , u , τ , z in the domain. Assuming β>τ ≥0 and u≻z , it follows that1Tu>1Tz . (Exercise 2.13.8.0.2) Therefore β1Tu>τ 1Tz and so f(β , u) = β1Tu isstrictly monotonic. ¨
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 Figure 89: Third-order filter (η=3 , confer Figure 92a). It is hard to introduce zeros oftransmission, as we have succeeded in doing here [168] (Figure 90), because some op ampsbecome unstable below unity gain by design. Ri and Rj minimize input offset voltageamplification. R3 C1 =R2 C2 for minimum sensitivity. R2 =R5 for unity gain at v2.R7(1/R6-R2/(R5 R8)) = 1 for unity gain at v1. Bypass capacitors (6.8nF ceramic) reducesupply noise. polystyrene capacitors in signal path are essential for reducing distortion.
 3.14.2.0.2 Example. Arbitrary magnitude analog filter design.Analog filter design means determination of Laplace transfer function coefficients to meetspecified tolerances in magnitude and phase over given frequencies. The problem posedby this example is to find a stable minimum phase filter H(ω) , of given order η , closestto specified samples of frequency-domain magnitude
 gi | ωi∈ Ω (676)
 We consider a recursive filter whose real causal impulse response has Laplace transform
 H(s) =1 + b1s + b2s
 2 + . . . + bηsη
 1 + a1s + a2s2 + . . . + aηsη(677)
 whose poles and zeros lie in the left halfplane (re s = σ < 0) and whose gain is unity at DC(at s = 0). This transfer function is a ratio of polynomials in complex variable s defined
 s , σ + ω (678)
 realizationTo reduce passive component sensitivity, physical implementation is facilitatedby factoring Laplace transform (677) into parallel or cascade second-ordersections which are needed to realize complex poles and zeros. Magnitudesquare of a second-order transfer function (η=2) evaluated along the ω axis
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 Figure 90: Matching the audio filter circuit comprising Figure 89, in Laplace variables (678), Mason flowgraph is constructed solely by voltage division. Transfer functionreduced algebraically by Mathematica code
 ⌊
 ¸⌋
 . Op amp finite open loop gain A≈3E6
 makes transfer function inexact but a close approximation because high order terms A4
 predominate. Magnitude transfer function∣
 ∣
 ∣
 vo(ω)vi(ω)
 ∣
 ∣
 ∣ graphed in Figure 92a.
 (the Fourier domain) is3.31
 1 + v1ω2 + v2ω
 4
 1 + u1ω2 + u2ω4=
 1 + (b21 − 2b2)ω
 2 + b22ω
 4
 1 + (a21 − 2a2)ω2 + a2
 2ω4
 (679)
 Coefficients b , a translate directly to passive component values. [168] Stabilityrequires coefficients to obey 0<a1 and 0<a2≤ a2
 1/4 , while minimum phasedemands 0<b1 and 0<b2≤ b2
 1/4. These two requirements imply nonnegativemagnitude square filter coefficients v , u .
 A cascade implementation of second-order sections can realize a high orderunity gain filter. Magnitude square of ηth order transfer function H , evaluated
 3.31Real filter coefficient vectors b , a , v , u are independent of radian frequency ω=2πf .
 https://www.convexoptimization.com/TOOLS/mason.nb
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 along the ω axis, is
 |H(ω)|2 = H(ω)H(−ω) ,V (ω)
 U(ω)=
 1 + v1ω2 + v2ω
 4 + . . . + vηω2η
 1 + u1ω2 + u2ω4 + . . . + uηω2η(680)
 A cascade of two second-order sections, η=4 for example, has form
 1 + v1ω2 + v2ω
 4
 1 + u1ω2 + u2ω4
 1 + v3ω2 + v4ω
 4
 1 + u3ω2 + u4ω4=
 1 + v1ω2 + v2ω
 4 + v3ω6 + v4ω
 8
 1 + u1ω2 + u2ω4 + u3ω6 + u4ω8(681)
 where (confer §4.5.1.2.5)
 v1 = v1 + v3 , u1 = u1 + u3
 v2 = v2 + v4 + v1v3 , u2 = u2 + u4 + u1u3
 v3 = v2v3 + v1v4 , u3 = u2u3 + u1u4
 v4 = v2v4 , u4 = u2u4
 (682)
 Odd η is implemented by cascading one first-order section.
 To guise filter design as an optimization problem, magnitude square filter coefficients
 v ,
 v1
 v2
 ...vη
 ∈ Rη , u ,
 u1
 u2
 ...uη
 ∈ Rη (683)
 become the variables. Given a set of frequencies Ω at which finite g(ω) is sampled, ournotation reflects this role reversal:
 Vi
 Ui=
 Vi(v)
 Ui(u),
 1 + v1ω2i + v2ω
 4i + . . . + vηω2η
 i
 1 + u1ω2i + u2ω4
 i + . . . + uηω2ηi
 , ωi ∈ Ω (684)
 A better filter design may be obtained if stability and minimum phase requirementsare ignored by the optimization.3.32 Then coefficients v , u need not be nonnegativelyconstrained. A least peak deviation filter design problem may be expressed
 minimizev , u , β
 β
 subject to1
 β≤ Ui
 Vig2
 i ≤ β , ωi ∈ Ω
 Vi ≥ 0 , Ui ≥ 0 , ωi ∈ Ω
 (685)
 which is a nonconvex optimization problem because of a ratio in variables v & u .Eliminating the ratio:
 minimizev , u , β
 β
 subject to Ui g2i ≤ β Vi , ωi ∈ Ω
 Vi g−2i ≤ β Ui , ωi ∈ Ω
 Vi ≥ 0 , Ui ≥ 0 , ωi ∈ Ω
 (686)
 This equivalent problem is likewise nonconvex because of new products in variables β & vand β & u . The feasible set in variables v , u , β is also nonconvex.
 3.32Poles and zeros of H(ω) possess conjugate symmetry because of its real coefficients. Poles andzeros of H(ω)H(−ω) possess both conjugate and real symmetry. Stability and minimum phase may beimposed postoptimization by picking only those poles and zeros, respectively from H(ω)H(−ω) , thatreside in the left half s-plane.
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 But problem (686) can be solved by applying the fact that each productβ Vi(v) , β Ui(u) increases monotonically. We may then rely on convexity of the feasibleset described by linear constraints for fixed β . One strategy is to choose a sufficientlylarge positive β so that (686) is initially feasible; say β=βo . Then halve β until (686)becomes infeasible; say β=β∞ . At infeasibility, backtrack to a feasible β . Toward aperfect fit, in the sense that all gi are collocated, optimal β approaches 1. This proposediteration represents a binary search (a.k.a bisection) for minimum β , say β=β⋆, thatis assumed to lie in the interval [β∞ , βo]:
 β = βo
 β∞ = 0for k=1, 2, 3 . . . until convergence
 if (686) feasible βo = βk−1
 else
 β∞ = βk−1
 β = βk = (βo + β∞)/2
 (687)
 Convergence to a global optimum is certain, within any desired tolerance in absenceof numerical error, characterized by an ever narrowing gap between β∞ and βo . Atconvergence of (687), the nonnegative β⋆ that minimizes (685) is found.
 Proof. Problem (686) may be equivalently written
 minimizev , u , β , t , r
 β
 subject to Ui g2i ≤ r , ωi ∈ Ω
 r ≤ β Vi , ωi ∈ Ω
 Vi g−2i ≤ t , ωi ∈ Ω
 t ≤ β Ui , ωi ∈ Ω
 Vi ≥ 0 , Ui ≥ 0 , ωi ∈ Ω
 (688)
 where β , t , r∈ R+ are implicitly nonnegative. The feasible set is not convex becauser is variable in r≤β Vi ; this implicit union in R3 (confer §2.1.9.0.1) of superlevel setsis nonconvex. The same holds for t≤β Ui . By Schur complement (§A.4), quasiconcavestrictly monotonic functions β Vi and β Ui (§3.14.2.0.1) may be decomposed
 β Vi ≥ r , β > 0 ⇔[
 Vi√
 r√r β
 ]
 º 0
 β Ui ≥ t , β > 0 ⇔[
 β√
 t√t Ui
 ]
 º 0(689)
 By Theorem A.3.1.0.4, problem (688) is thereby equivalent to
 minimizev , u , β , t , r
 [ 0 1 0 ]
 V (v)√
 r 0√r β
 √t
 0√
 t U(u)
 010
 subject to Ui g2i ≤ r , ωi ∈ Ω
 Vi g−2i ≤ t , ωi ∈ Ω
 Vi√
 r 0√r β
 √t
 0√
 t Ui
 º 0 , ωi ∈ Ω
 (690)
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 [
 −g−2i
 β
 ]
 [
 β−g2
 i
 ]
 Vi
 Ui KiR2
 Figure 91: Linearity of bisection method for solution of a quasiconvex problem.
 This means minimizing β is like simultaneously minimizing functions β V (v) and β U(u)over a Cartesian subspace that is the intersection of their domains; namely, over aline containing the β axis in an increasing direction. Minimization on any line retainsquasiconcavity [128], while minimization on any line in an increasing direction maintainsstrict monotonicity. But local minima cannot be precluded because minimizing a strictlymonotonic function over a more general convex feasible set does not imply increasingdirection (§3.6.1.0.1, Figure 88) and because, to begin with, the feasible set in variablesv , u , β , t , r is nonconvex due to
 √r and
 √t .
 One recourse, to preclude local minima, is to perform bisection (687) on β to find itsglobally optimal value β⋆ in problem (686):
 find v , usubject to Ui g2
 i ≤ β Vi , ωi ∈ Ω
 Vi g−2i ≤ β Ui , ωi ∈ Ω
 Vi ≥ 0 , Ui > 0 , ωi ∈ Ω
 (691)
 Now we explain how bisection succeeds. At each iteration, the feasible set in variables v , uis convex because all the inequalities are linear when β is fixed. A necessary and sufficientcondition for bisection to find β⋆ requires feasibility for all β≥β⋆ and infeasibility for all0≤β<β⋆. β is bounded below by 0 but not bounded above (nor need it be). Feasibilityis guaranteed by existence of a pointed convex cone K described by the linear inequalitiesas an intersection of halfspaces about the origin in R2 ; namely
 K =
 ⋂
 i
 Ki =
 [
 Vi
 Ui
 ]
 ∈ R2
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 ∣
 [β −g2i ]
 [
 Vi
 Ui
 ]
 ≥ 0
 [−g−2i β ]
 [
 Vi
 Ui
 ]
 ≥ 0
 Vi ≥ 0Ui > 0
 ⊆ R2
 + (692)
 Cone K , the feasible set in dependent variables Vi and Ui , ceases to exist for any β<β⋆.This fact becomes evident by considering reach of the hyperplane normals which arelinear in β : [−g−2
 i β ]T
 is confined to the second quadrant, [β −g2i ]
 Tis confined to
 the fourth. As β→∞ , the extreme directions of pointed convex cone Ki approach theCartesian axes in the first quadrant. As β→0 , the extreme directions of Ki collapse
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 inward so as to narrow the cone then empty (∅) the feasible set. (Figure 91) Whenβ=β⋆≥ 1 , cone intersection K (§2.7.2.1) becomes an open ray emanating from the originin the first quadrant.3.33 Hyperplane-normal linearity in β and lack of an objectivefunction here obviate the local-minima obstacle. ¨
 A benefit, of this design methodology, is an unexpectedly low order η required tomeet a given filter specification (676) to within reasonable tolerance β⋆ ; e.g, (Figure 89,Figure 90, Figure 92)
 12π Ω = 20 30 45 60 90 125 187 250 375 500 625 750 1000 1250 1500 2000 3000 4000 6000 8000 12000 16000
 20 log10gi = 0 0 0 0 0 3 6 6 9 12 12 12 6 6 6 12 21 21 21 21 21 21(693)
 represents a particular individual’s loss compensation, in dB, targeted by the earO assistivehearing device. Compensation levels are derived from an equal loudness hearing test
 ⌊
 ¸⌋
 then referenced to a golden ear.
 precisionHigh powers of radian frequency, in magnitude square transfer function|H(ω)|2 (680), demand excessive precision from floating-point numerics. Evensome second-order filter design optimization problems can cause the best linearprogram solvers to fail because double precision (64 bits, 52-bit mantissa)is inadequate. (Saunders provides a quadruple (“quad”) precision solver:128-bit wordlength, 112-bit mantissa.) High powers of frequency can beameliorated simply by scaling specification (676):
 Ω ,1
 cΩ (694)
 Scaled frequency-domain magnitude specification becomes
 gi | ωi∈ Ω = gi | ωi∈ Ω (695)
 whereω ,
 ω
 c(696)
 and c >1 is a constant. A filter is designed as before except magnitude squaretransfer function (680) is replaced with
 |H(ω)|2 ,V (ω)
 U(ω)=
 1 + v1ω2 + v2ω
 4 + . . . + vηω2η
 1 + u1ω2 + u2ω4 + . . . + uηω2η(697)
 Problem (686) is solved for magnitude square filter coefficients v , u :
 Vi(v)
 Ui(u),
 1 + v1ω2i + v2ω
 4i + . . . + vηω2η
 i
 1 + u1ω2i + u2ω4
 i + . . . + uηω2ηi
 , ωi ∈ Ω (698)
 Optimal coefficients v , u are scaled replicas:
 v⋆ ,
 v⋆1
 c2
 v⋆2
 c4
 ...v⋆
 η
 c2η
 , u⋆ ,
 u⋆1
 c2
 u⋆2
 c4
 ...u⋆
 η
 c2η
 (699)
 3.33 although no single Ki is necessarily a ray.
 https://picasaweb.google.com/112455971931267452147/EarO?noredirect=1
 https://ccrma.stanford.edu/~dattorro/Tin/equalLoudness.swf
 https://web.stanford.edu/~saunders
 https://web.stanford.edu/group/SOL/reports/quadLP3.pdf
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 η = 3β⋆ = 1.540
 η = 6β⋆ = 1.187
 Figure 92: Arbitrary magnitude analog filter design specification represented by bluedots. Red circles represent fit: (a) third-order (η=3 , confer Figure 89, Figure 90) and(b) sixth-order (η=6). (Audiometrics for Glenna Mount.)
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 The originally desired optimal fit is achieved as scaled frequency expands:
 |H(ω)⋆|2 =1 + v⋆
 1(ωc)2 + v⋆2(ωc)4 + . . . + v⋆
 η(ωc)2η
 1 + u⋆1(ωc)2 + u⋆
 2(ωc)4 + . . . + u⋆η(ωc)2η
 (700)
 2
 3.14.2.0.3 Exercise. Quasiconcave product function. (confer §3.9.0.0.2)Show that vector-valued function βu : R+× Rη
 +→Rη+ is quasiconcave and strictly
 monotonic but not quasilinear. H
 3.14.2.0.4 Exercise. Digital filters of arbitrary magnitude frequency response.(confer §3.14.2.0.2) Like analog transfer function (677), a digital filter has transfer function
 H(z) =b0 + b1z
 −1 + b2z−2 + . . . + bηz−η
 a0 + a1z−1 + a2z−2 + . . . + aηz−η(701)
 where z , esT where s is the Laplace variable (678) and T is equal to sample period inseconds. H(z) is the z (discrete Laplace) transform of a real causal discrete-time impulseresponse. [322] Magnitude square of a digital second-order transfer function, η=2 forexample, evaluated along the unit circle (z= eωT , the discrete-time Fourier domain) is
 v0 + v1 cos(ωT ) + v2 cos(2ωT )
 u0 + u1 cos(ωT ) + u2 cos(2ωT )=
 b20 + b2
 1 + b22 + 2b1(b0 + b2) cos(ωT ) + 2b0b2 cos(2ωT )
 a20 + a2
 1 + a22 + 2a1(a0 + a2) cos(ωT ) + 2a0a2 cos(2ωT )
 (702)Evaluated at DC (z=1) we get
 v0 + v1 + v2
 u0 + u1 + u2=
 (b0 + b1 + b2)2
 (a0 + a1 + a2)2(703)
 More generally this means that if we require a unity gain filter at DC, then we acquire anew constraint
 u0 + u1 + u2 + . . . + uη = v0 + v1 + v2 + . . . + vη = 1 (704)
 Magnitude square of ηth order digital transfer function H , evaluated along the unit circle
 |H(eω)|2 = H(eω)H(e−ω) ,V (ω)
 U(ω)=
 v0 + v1 cos(ωT ) + v2 cos(2ωT ) + . . . + vη cos(ηωT )
 u0 + u1 cos(ωT ) + u2 cos(2ωT ) + . . . + uη cos(ηωT )(705)
 no longer has high powers of radian frequency ω as did its analog counterpart (680). Aquestion naturally arises as to whether this digital magnitude square transfer function ismore amenable to numerical computation. To answer this, choose a sample rate (Fs =1/T )that is at least twice the highest analog frequency present in design specification (693);16000T ≤ 1
 2 must hold. Redefine
 Vi
 Ui=
 Vi(v)
 Ui(u),
 v0 + v1 cos(ωiT ) + v2 cos(2ωiT ) + . . . + vη cos(ηωiT )
 u0 + u1 cos(ωiT ) + u2 cos(2ωiT ) + . . . + uη cos(ηωiT ), ωi ∈ Ω (706)
 which replaces (684). Solve problem (686), as before, but with new constraint (704):
 minimizev , u , β
 β
 subject to Ui g2i ≤ β Vi , ωi ∈ Ω
 Vi g−2i ≤ β Ui , ωi ∈ Ω
 Vi ≥ 0 , Ui ≥ 0 , ωi ∈ Ω
 U0 = V0 = 1
 (707)
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 where the 0 subscript denotes phantom frequency ω0 , 0 not present in specification (693).Assumption of unity gain at DC means corresponding implicit gain g0 is collocated andhas value 1 ; id est, 20 log10 g0 =0dB. Optimal filter coefficients are very large for thisparticular design specification (693). Does numerical solution depend on sample rate;e.g, does 1/T =64000 work better than 1/T =32000? Do solver numerics behave betterhere than for the corresponding analog filter design? Is higher filter order η consequentlyachievable? If in the affirmative, then one might accomplish a difficult analog design byfirst designing in the digital domain using a warped frequency specification obtained viabilinear transformation [322, §7.1.2]. H
 3.15 Salient propertiesof convex and quasiconvex functions
 1. A convex function is assumed continuous but not necessarily differentiable onthe relative interior of its domain. [349, §10]
 A quasiconvex function is not necessarily a continuous function.
 2. convex epigraph ⇔ convexity ⇒ quasiconvexity ⇔ convex sublevel sets.convex hypograph ⇔ concavity ⇒ quasiconcavity ⇔ convex superlevel sets.
 quasilinearity ⇔ convex level sets.
 3.log-convex ⇒ convex ⇒ quasiconvex.
 concave ⇒ quasiconcave ⇐ log-concave ⇐ positive concave.3.34
 4. Line Theorem 3.13.0.0.1 translates identically to quasiconvexity (quasiconcavity).[128]
 5. g convex ⇔ −g concave.g quasiconvex ⇔ −g quasiconcave.g log-convex ⇔ 1/g log-concave.
 (translation, homogeneity) Function convexity, concavity, quasiconvexity, andquasiconcavity are invariant to offset and nonnegative scaling.
 6. (affine transformation of argument) Composition g(h(X)) of (quasi) convex
 (concave) function g with any affine function h : Rm×n → Rp×k remains (quasi)convex (concave) in X∈ Rm×n, where h(Rm×n) ∩ dom g 6= ∅. [230, §B.2.1]
 7. a. i. Nonnegatively weighted sum of convex (concave) functions remains convex(concave).3.35 (Figure 93, §3.1.1.2.1)
 ii. Nonnegatively weighted max (min) of convex3.36 (concave) functionsremains convex (concave).
 iii. Pointwise supremum (infimum) of convex (concave) functions remainsconvex (concave). (Figure 79) [349, §5]
 iv. g convex nondecreasing monotonic and h convex ⇒ g(h) is convex.g concave nondecreasing monotonic and h concave ⇒ g(h) is concave.
 (§3.6.1.0.4)
 3.34Log-convex means: logarithm of function f is convex on dom f .3.35Nonnegatively weighted nonzero sum of strictly convex (concave) functions remains strictly convex(concave).3.36Supremum and maximum of convex functions are proven convex by intersection of epigraphs.
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 R × R
 0
 0
 · · ·
 · · ·
 +
 =
 f1
 f2
 f1+ f2
 Figure 93: Nonnegatively weighted sum of convex functions is convex but can beunbounded below if any one function is. Unboundedness of the illustrated sum of realfunction f1(x)= |x| with f2(x)= ax depends upon slope of f2 . But g(x)= x2+ ax isnever unbounded below, for any slope a , achieving its minimum at x=−a/2 .
 b. i. Sum of quasiconvex functions is not necessarily quasiconvex.
 ii. Nonnegatively weighted max (min) of quasiconvex (quasiconcave) functionsremains quasiconvex (quasiconcave).
 iii. Pointwise supremum (infimum) of quasiconvex (quasiconcave) functionsremains quasiconvex (quasiconcave).
 iv. g nondecreasing monotonic and h quasiconvex ⇒ g(h) is quasiconvex.g nondecreasing monotonic and h (quasi)concave ⇒ g(h) is quasiconcave.
 [sic ] [74, thm.2.2.6] [384, thm.8.5]
 3.15.0.0.1 Exercise. Quasicomposition.Fill in the blanks:g nonincreasing monotonic and h quasiconcave ⇒ g(h) is .g nonincreasing monotonic and h quasiconvex ⇒ g(h) is . H
 https://books.google.com/books?id=JEcwQgngoE8C&pg=PA27&lpg=PA27
 https://books.google.com/books?id=yAfug81P-8YC&pg=PA206
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