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Chapter 3
 More Probability Theory forLife Tables
 3.1 Interpreting Force of Mortality
 This Section consists of remarks, relating the force of mortality for a con-tinuously distributed lifetime random variable T (with continuous densityfunction f ) to conditional probabilities for discrete random variables. In-deed, for m large (e.g. as large as 4 or 12), the discrete random variable[Tm]/m gives a close approximation to T and represents the attained ageat death measured in whole-number multiples of fractions h = one mth ofa year. (Here [·] denotes the greatest integer less than or equal to its realargument.) Since surviving an additional time t = nh can be viewed assuccessively surviving to reach times h, 2h, 3h, . . . , nh, and since (by thedefinition of conditional probability)
 P (A1 ∩ · · · ∩ An) = P (A1) · P (A2|A1) · · ·P (An|A1 ∩ · · · ∩ An−1)
 we have (with the interpretation Ak = {T ≥ x + kh} )
 nhpx = hpx · hpx+h · hpx+2h · · · hpx+(n−1)h
 The form in which this formula is most often useful is the case h = 1: forintegers k ≥ 2,
 kpx = px · px+1 · px+2 · · · px+k−1 (3.1)
 63
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64 CHAPTER 3. PROBABILITY & LIFE TABLES
 Every continuous waiting-time random variable can be approximated bya discrete random variable with possible values which are multiples of afixed small unit h of time, and therefore the random survival time canbe viewed as the (first failure among a) succession of results of a sequenceof independent coin-flips with successive probabilities hpkh of heads. Bythe Mean Value Theorem applied up to second-degree terms on the functionS(x + h) expanded about h = 0,
 S(x+h) = S(x) + hS ′(x) +h2
 2S ′′(x+τh) = S(x) − hf(x) − h2
 2f ′(x+τh)
 for some 0 < τ < 1, if f is continuously differentiable. Therefore, usingthe definition of µ(x) as f(x)/S(x) given on page 41,
 hpx = 1 − h ·[S(x) − S(x + h)
 hS(x)
 ]
 = 1 − h(
 µ(x) +h
 2
 f ′(x + τh)
 S(x)
 )
 Going in the other direction, the previously derived formula
 hpx = exp
 (
 −∫ x+h
 x
 µ(y) dy
 )
 can be interpreted by considering the fraction of individuals observed to reachage x who thereafter experience hazard of mortality µ(y) dy on successiveinfinitesimal intervals [y, y+dy] within [x, x+h). The lives aged x surviveto age x + h with probability equal to a limiting product of infinitesimalterms (1−µ(y) dy) ∼ exp(−µ(y) dy), yielding an overall conditional survivalprobability equal to the negative exponential of accumulated hazard over[x, x + h).
 3.2 Interpolation Between Integer Ages
 There is a Taylor-series justification of “actuarial approximations” for life-table related functions. Let g(x) be a smooth function with small |g′′(x)| ,and let T be the lifetime random variable (for a randomly selected memberof the population represented by the life-table), with [T ] denoting its integerpart, i.e., the largest integer k for which k ≤ T . Then by the Mean Value
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3.2. INTERPOLATION BETWEEN INTEGER AGES 65
 Theorem, applied up to second-degree terms for the function g(t) = g(k+u)(with t = k + u, k = [t]) expanded in u ∈ (0, 1) about 0,
 E(g(T )) = E(g([T ]) + (T − [T ]) g′([T ]) +1
 2(T − [T ])2 g′′(T∗)) (3.2)
 where T∗ lies between [T ] and T . Now in case the rate-of-change ofg′ is very small, the third term may be dropped, providing the approximateformula
 E(g(T )) ≈ Eg([T ]) + E(
 (T − [T ]) g′([T ]))
 (3.3)
 Simplifications will result from this formula especially if the behavior of con-ditional probabilities concerning T − [T ] given [T ] = k turns out not todepend upon the value of k. (This property can be expressed by sayingthat the random integer [T ] and random fractional part T − [T ] of theage at death are independent random variables.) This is true in particularif it is also true that P (T − [T ] ≥ s | k ≤ T < k + 1) is approximately1 − s for all k and for 0 < s < 1, as would be the case if the densityof T were constant on each interval [k, k + 1) (i.e., if the distributionof T were conditionally uniform given [T ] ): then T − [T ] would beuniformly distributed on [0, 1), with density f(s) = 1 for 0 ≤ s < 1. ThenE((T − [T ]) g′([T ])) = E(g′([T ]))/2, implying by (3.3) that
 E(g(T )) ≈ E(g([T ]) +1
 2g′([T ])) ≈ E
 (
 g([T ] +1
 2))
 where the last step follows by the first-order Taylor approximation
 g(k + 1/2) ≈ g(k) +1
 2g′(k)
 One particular application of the ideas of the previous paragraph concernso-called expected residual lifetimes. Demographers tabulate, for all integerages x in a specified population, what is the average number ex of remainingyears of life to individuals who have just attained exact age x. This is aquantity which, when compared across national or generational boundaries,can give some insight into the way societies differ and change over time.In the setting of the previous paragraph, we are considering the functiong(t) = t−x for a fixed x, and calculating expectations E(·) conditionallyfor a life aged x, i.e. conditionally given T ≥ x. In this setting, the

Page 5
						

66 CHAPTER 3. PROBABILITY & LIFE TABLES
 approximation described above says that if we can treat the density of Tas constant within each whole year of attained integer age, then
 Mean (complete) residual lifetime =◦ex ≈ ex +
 1
 2
 where ex denotes the so-called curtate mean residual life which measuresthe expectation of [T ] − x given T ≥ x, i.e., the expected number ofadditional birthdays or whole complete years of life to a life aged exactly x.
 “Actuarial approximations” often involve an assumption that a life-tabletime until death is conditionally uniformly distributed, i.e., its density ispiecewise-constant, over intervals [k, k+1) of age. The following paragraphsexplore this and other possibilities for survival-function interpolation betweeninteger ages.
 One approach to approximating survival and force-of-mortality functionsat non-integer values is to use analytical or what statisticians call parametricmodels S(x; ϑ) arising in Examples (i)-(v) above, where ϑ denotes in eachcase the vector of real parameters needed to specify the model. Data onsurvival at integer ages x can be used to estimate or fit the value of thescalar or vector parameter ϑ, after which the model S(x; ϑ) can be usedat all real x values. We will see some instances of this in the exercises.The disadvantage of this approach is that actuaries do not really believe thatany of the simple models outlined above ought to fit the whole of a humanlife table. Nevertheless they can and do make assumptions on the shape ofS(x) in order to justify interpolation-formulas between integer ages.
 Now assume that values S(k) for k = 0, 1, 2, . . . have been specified orestimated. Approximations to S(x), f(x) and µ(x) between integers areusually based on one of the following assumptions:
 (i) (Piecewise-uniform density) f(k + t) is constant for 0 ≤ t < 1 ;
 (ii) (Piecewise-constant hazard) µ(k + t) is constant for 0 ≤ t < 1 ;
 (iii) (Balducci hypothesis) 1/S(k + t) is linear for 0 ≤ t < 1 .
 Note that for integers k and 0 ≤ t ≤ 1,
 S(k + t)− ln S(k + t)1/S(k + t)
 is linear in t under
 assumption (i)assumption (ii)assumption (iii)
 (3.4)
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3.2. INTERPOLATION BETWEEN INTEGER AGES 67
 Under assumption (i), the slope of the linear function S(k + t) at t = 0 is− f(k), which implies easily that S(k + t) = S(k) − tf(k), i.e.,
 f(k) = S(k) − S(k + 1) , and µ(k + t) =f(k)
 S(k) − tf(k)
 so that under (i),
 µ(k +1
 2) = fT (k +
 1
 2)/
 ST (k +1
 2) (3.5)
 Under (ii), where µ(k + t) = µ(k), (3.5) also holds, and
 S(k + t) = S(k) e−t µ(k) , and pk =S(k + 1)
 S(k)= e−µ(k)
 Under (iii), for 0 ≤ t < 1,
 1
 S(k + t)=
 1
 S(k)+ t( 1
 S(k + 1)− 1
 S(k)
 )
 (3.6)
 When equation (3.6) is multiplied through by S(k + 1) and terms arerearranged, the result is
 S(k + 1)
 S(k + t)= t + (1 − t)
 S(k + 1)
 S(k)= 1 − (1 − t) qk (3.7)
 Recalling that tqk = 1 − (S(k + t)/S(k)), reveals assumption (iii) to beequivalent to
 1−tqk+t = 1 − S(k + 1)
 S(k + t)= (1 − t)
 (
 1 − S(k + 1)
 S(k)
 )
 = (1 − t) qk (3.8)
 Next differentiate the logarithm of the formula (3.7) with respect to t, toshow (still under (iii)) that
 µ(k + t) = − ∂
 ∂tln S(k + t) =
 qk
 1 − (1 − t)qk
 (3.9)
 The most frequent insurance application for the interpolation assump-tions (i)-(iii) and associated survival-probability formulas is to express prob-abilities of survival for fractional years in terms of probabilities of whole-year
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68 CHAPTER 3. PROBABILITY & LIFE TABLES
 survival. In terms of the notations tpk and qk for integers k and 0 < t < 1,the formulas are:
 tpk = 1 − (S(k) − t(S(k + 1) − S(k))
 S(k)= 1 − t qk under (i) (3.10)
 tpk =S(k + t)
 S(x)=(
 e−µ(k))t
 = (1 − qk)t under (ii) (3.11)
 tpk =S(k + t)
 S(k + 1)
 S(k + 1)
 S(k)=
 1 − qk
 1 − (1 − t)qk
 under (iii) (3.12)
 The application of all of these formulas can be understood in terms of theformula for expectation of a function g(T ) of the lifetime random variable T .(For a concrete example, think of g(T ) = (1 + i)−T as the present value toan insurer of the payment of $1 which it will make instantaneously at thefuture time T of death of a newborn which it undertakes to insure.) Thenassumptions (i), (ii), or (iii) via respective formulas (3.10), (3.11), and (3.12)are used to substitute into the final expression of the following formulas:
 E(
 g(T ))
 =
 ∫ ∞
 0
 g(t) f(t) dt =ω−1∑
 k=0
 ∫ 1
 0
 g(t + k) f(t + k) dt
 =ω−1∑
 k=0
 S(k)
 ∫ 1
 0
 g(t + k)(
 − ∂
 ∂ttpk
 )
 dt
 3.3 Binomial Variables &
 Law of Large Numbers
 This Section develops just enough machinery for the student to understandthe probability theory for random variables which count numbers of successesin large numbers of independent biased coin-tosses. The motivation is that inlarge life-table populations, the number lx+t who survive t time-units afterage x can be regarded as the number of successes or heads in a large numberlx of independent coin-toss trials corresponding to the further survival of eachof the lx lives aged x , which for each such life has probability tpx. The onepreliminary piece of mathematical machinery which the student is assumed
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3.3. BINOMIAL VARIABLES & LAW OF LARGE NUMBERS 69
 to know is the Binomial Theorem stating that (for positive integers Nand arbitrary real numbers x, y, z),
 (1 + x)N =N∑
 k=0
 (
 N
 k
 )
 xk , (y + z)N =N∑
 k=0
 (
 N
 k
 )
 yk zN−k
 Recall that the first of these assertions follows by equating the kth deriv-iatives of both sides at x = 0, where k = 0, . . . , N . The second assertionfollows immediately, in the nontrivial case when z 6= 0, by applying the firstassertion with x = y/z and multiplying both sides by zN . This Theo-rem also has a direct combinatorial consequence. Consider the two-variablepolynomial
 (y + z)N = (y + z) · (y + z) · · · (y + z) N factors
 expanded by making all of the different choices of y or z from each ofthe N factors (y + z), multiplying each combination of choices out toget a monomial yj zN−j, and adding all of the monomials together. Eachcombined choice of y or z from the N factors (y +z) can be representedas a sequence (a1, . . . , an) ∈ {0, 1}N , where ai = 1 would mean that y
 is chosen ai = 0 would mean that z is chosen in the ith factor. Nowa combinatorial fact can be deduced from the Binomial Theorem: since thecoefficient
 (
 Nk
 )
 is the total number of monomial terms yk zN−k which arecollected when (y+z)N is expanded as described, and since these monomialterms arise only from the combinations (a1, . . . , aN) of {y, z} choices inwhich precisely k of the values aj are 1’s and the rest are 0’s,
 The number of symbol-sequences (a1, . . . , aN) ∈ {0, 1}N suchthat
 ∑Nj=1 aj = k is given by
 (
 Nk
 )
 , for k = 0, 1, . . . , N . Thisnumber
 (
 N
 k
 )
 =N(N − 1) · · · (N − k + 1)
 k!
 spoken as ‘N choose k’, therefore counts all of the ways of choosingk element subsets (the positions j from 1 to N where 1’s occur)out of N objects.
 The random experiment of interest in this Section consists of a large num-ber N of independent tosses of a coin, with probability p of coming up heads
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70 CHAPTER 3. PROBABILITY & LIFE TABLES
 each time. Such coin-tossing experiments — independently replicated two-outcome experiments with probability p of one of the outcomes, designated‘success’ — are called Bernoulli(p) trials. The space of possible heads-and-tails configurations, or sample space for this experiment, consists of thestrings of N zeroes and ones, with each string a = (a1, . . . , aN) ∈ {0, 1}N
 being assigned probability pa (1− p)N−a, where a ≡∑Nj=1 aj. The rule by
 which probabilities are assigned to sets or events A of more than one stringa ∈ {0, 1}N is to add the probabilities of all individual strings a ∈ A. Weare particularly interested in the event (denoted [X = k]) that precisely kof the coin-tosses are heads, i.e., in the subset [X = k] ⊂ {0, 1}N consistingof all strings a such that
 ∑Nj=1 aj = k. Since each such string has the same
 probability pk (1 − p)N−k, and since, according to the discussion followingthe Binomial Theorem above, there are
 (
 Nk
 )
 such strings, the probabilitywhich is necessarily assigned to the event of k successes is
 P( k successes in N Bernoulli(p) trials ) = P (X = k) =
 (
 N
 k
 )
 pk (1−p)N−k
 By virtue of this result, the random variable X equal to the number of suc-cesses in N Bernoulli(p) trials, is said to have the Binomial distributionwith probability mass function pX(k) =
 (
 Nk
 )
 pk (1 − p)N−k.
 With the notion of Bernoulli trials and the binomial distribution in hand,we now begin to regard the ideal probabilities S(x + t)/S(x) as true butunobservable probabilities tpx = p with which each of the lx lives aged xwill survive to age x + t . Since the mechanisms which cause those livesto survive or die can ordinarily be assumed to be acting independently in aprobabilistic sense, we can regard the number lx+t of lives surviving to the(possibly fractional) age x+t as a Binomial random variable with parametersN = lx, p = tpx. From this point of view, the observed life-table countslx should be treated as random data which reflect but do not define theunderlying probabilities xp0 = S(x) of survival to age x. However, commonsense and experience suggest that, when l0 is large, and therefore the otherlife-counts lx for moderate values x are also large, the observed ratioslx+t/lx should reliably be very close to the ‘true’ probability tpx. In otherwords, the ratio lx+t/lx is a statistical estimator of the unknown constant
 tpx . The good property, called consistency, of this estimator to be close withvery large probability (based upon large life-table size) to the probability itestimates, is established in the famous Law of Large Numbers. The
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3.3. BINOMIAL VARIABLES & LAW OF LARGE NUMBERS 71
 precise quantitative inequality proved here concerning binomial probabilitiesis called a Large Deviation Inequality and is very important in its own right.
 Theorem 3.3.1 Suppose that X is a Binomial(N, p) random variable,denoting the number of successes in N Bernoulli(p) trials.
 (a) Large Deviation Inequalities. If 1 > b > p > c > 0, then
 P (X ≥ Nb) ≤ exp{
 − N[
 b ln
 (
 b
 p
 )
 + (1 − b) ln
 (
 1 − b
 1 − p
 )
 ]}
 P (X ≤ Nc) ≤ exp{
 − N[
 c ln
 (
 c
 p
 )
 + (1 − c) ln
 (
 1 − c
 1 − p
 )
 ]}
 (b) Law of Large Numbers. For arbitrarily small fixed δ > 0, not de-pending upon N , the number N of Bernoulli trials can be chosen so largethat
 P(∣
 ∣
 ∣
 X
 N− p
 ∣
 ∣
 ∣≥ δ)
 ≤ δ
 Proof. After the first inequality in (a) is proved, the second inequalitywill be derived from it, and part (b) will follow from part (a). Since theevent [X ≥ Nb] is the union of the disjoint events [X = k] for k ≥ Nb,which in turn consist of all outcome-strings (a1, . . . , aN) ∈ {0, 1}N forwhich
 ∑Nj=1 aj = k ≥ Nb, a suitable subset of the binomial probability
 mass function values pX(k) are summed to provide
 P (X ≥ Nb) =∑
 k:Nb≤k≤N
 P (X = k) =∑
 k≥Nb
 (
 N
 k
 )
 pk (1 − p)N−k
 For every s > 1, this probability is
 ≤∑
 k≥Nb
 (
 N
 k
 )
 pk (1 − p)N−k sk−Nb = s−Nb∑
 k≥Nb
 (
 N
 k
 )
 (ps)k (1 − p)N−k
 ≤ s−Nb
 N∑
 k=0
 (
 N
 k
 )
 (ps)k (1 − p)N−k = s−Nb (1 − p + ps)N
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72 CHAPTER 3. PROBABILITY & LIFE TABLES
 Here extra terms (corresponding to k < Nb) have been added in the next-to-last step, and the binomial theorem was applied in the last step. The trickin the proof comes now: since the left-hand side of the inequality does notinvolve s while the right-hand side does, and since the inequality must bevalid for every s > 1, it remains valid if the right-hand side is minimizedover s. The calculus minimum does exist and is unique, as you can check bycalculating that the second derivative in s is always positive. The minimumoccurs where the first derivative of the logarithm of the last expression is 0,i.e., at s = b(1 − p)/(p(1 − b)). Substituting this value for s yields
 P (X ≥ Nb) ≤(
 b (1 − p)
 p (1 − b)
 )−Nb (1 − p
 1 − b
 )N
 = exp
 (
 −N[
 b ln( b
 p
 )
 + (1 − b) ln(1 − b
 1 − p
 )]
 )
 as desired.
 The second part of assertion (a) follows from the first. Replace X byY = N − X. Since Y also is a count of ‘successes’ in Bernoulli(1 − p)trials, where the ‘successes’ counted by Y are precisely the ‘failures’ in theBernoulli trials defining X, it follows that Y also has a Binomial(N, q)distribution, where q = 1 − p. Note also that c < p implies b = 1 − c >1 − p = q. Therefore, the first inequality applied to Y instead of X withq = 1 − p replacing p and b = 1 − c, gives the second inequality forP (Y ≥ Nb) = P (X ≤ Nc).
 Note that for all r between 0, 1, the quantity r ln rp
 + (1 − r) ln 1−r1−p
 as a function of r is convex and has a unique minimum of 0 at r =p. Therefore when b > p > c, the upper bound given in part (a) forN−1 ln P ([X ≥ bN ] ∪ [X ≤ cN ]) is strictly negative and does not involveN . For part (b), let δ ∈ (0, min(p, 1 − p)) be arbitrarily small, chooseb = p + δ, c = p − δ, and combine the inequalities of part (a) to give theprecise estimate (b).
 P (|XN
 − p| ≥ δ) ≤ 2 · exp(−Na) (3.13)
 where
 a = min(
 (p + δ) ln(1 + δp) + (1 − p − δ) ln(1 − δ
 1−p) ,
 (p − δ) ln(1 − δp) + (1 − p + δ) ln(1 + δ
 1−p))
 > 0 (3.14)
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 This last inequality proves (b), and in fact gives a much stronger and numer-ically more useful upper bound on the probability with which the so-calledrelative frequency of success X/N differs from the true probability p ofsuccess by as much as δ. The probabilities of such large deviations betweenX/N and δ are in fact exponentially small as a function of the number Nof repeated Bernoulli(p) trials, and the upper bounds given in (a) on thelog-probabilities divided by N turn out to be the correct limits for largeN of these normalized log-probabilities. 2
 3.3.1 Exact Probabilities, Bounds & Approximations
 Suppose first that you are flipping 20, 000 times a coin which is supposed tobe fair (i.e., to have p = 1/2) . The probability that the observed number ofheads falls outside the range [9800, 10200] is, according to the inequalitiesabove,
 ≤ 2 · exp[
 − 9800 ln(0.98) − 10200 ln(1.02)]
 = 2 e−4.00 = 0.037
 The inequalities (3.13)-(3.14) give only an upper bound for the actual bino-mial probability, and 0.0046 is the exact probability with which the relativefrequency of heads based on 20000 fair coin-tosses lies outside the range(0.98, 1.02). The ratio of the upper bound to the actual probability is ratherlarge (about 8), but the absolute errors are small.
 To give a feeling for the probabilities with which observed life-table ratiosreflect the true underlying survival-rates, we have collected in Table 3.3.1 var-ious exact binomial probabilities and their counterparts from the inequalitiesof Theorem 3.3.1(a). The illustration concerns cohorts of lives aged x of var-ious sizes lx, together with ‘theoretical’ probabilities kpx with which theselives will survive for a period of k = 1, 5, or 10 years. The probability ex-periment determining the size of the surviving cohort lx+k is modelled as thetossing of lx independent coins with common heads-probability kpx: thenthe surviving cohort-size lx+k is viewed as the Binomial(lx, kpx) randomvariable equal to the number of heads in those coin-tosses. In Table 3.3.1 aregiven various combinations of x, lx, k, kpx which might realistically arise inan insurance-company life-table, together, with the true and estimated (fromTheorem 3.3.1) probabilities with which the ratios lx+k/lx agree with kpx
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74 CHAPTER 3. PROBABILITY & LIFE TABLES
 to within a fraction δ of the latter. The formulas used to compute columns6 and 7 of the table are (for n = lx, p = kpx):
 True binomial probability =∑
 j:j/(np)∈[1−δ,1+δ]
 (
 n
 j
 )
 pj (1 − p)n−j
 Lower bound for probability = 1 − (1+δ)−np(1+δ)
 (
 1 − pδ
 1 − p
 )−n(1−p−pδ)
 − (1 − δ)−np(1−δ)
 (
 1 +pδ
 1 − p
 )−n(1−p+pδ)
 Columns 6 and 7 in the Table show how likely the life-table ratios are to beclose to the ‘theoretical’ values, but also show that the lower bounds, whilealso often close to 1, are still noticeably smaller than the actual values. .
 Much closer approximations to the exact probabilities for Binomial(n, p)random variables given in column 6 of Table 3.3.1 are obtained from theNormal distribution approximation
 P (a ≤ X ≤ b) ≈ Φ
 (
 b − np√
 np(1 − p)
 )
 − Φ
 (
 a − np√
 np(1 − p)
 )
 (3.15)
 where Φ is the standard normal distribution function given explicitly inintegral form in formula (3.20) below. This approximation is the DeMoivre-Laplace Central Limit Theorem (Feller vol. 1, 1957, pp. 168-73), whichsays precisely that the difference between the left- and right-hand sides of(3.15) converges to 0 when p remains fixed, n → ∞. Moreover, therefined form of the DeMoivre-Laplace Theorem given in the Feller (1957,p. 172) reference says that each of the ratios of probabilities
 P (X < a)/
 Φ( a − np√
 np(1 − p)
 )
 , P (X > b)/[
 1 − Φ( b − np√
 np(1 − p)
 )]
 converges to 1 if the ‘deviation’ ratios (b − np)/√
 np(1 − p) and (a −np)/
 √
 np(1 − p) are of smaller order than n−1/6 when n gets large. Thisresult suggests the approximation
 Normal approximation = Φ
 (
 npδ√
 np(1 − p)
 )
 − Φ
 (
 −npδ√
 np(1 − p)
 )
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 Table 3.1: Probabilities (in col. 6) with which various Binomial(lx, kpx)random variables lie within a factor 1 ± δ of their expectations, togetherwith lower bounds for these probabilities derived from the large-deviationinequalities (3.13)-(3.14). The final column contains the normal-distribution(Central-Limit) approximations to the exact probabilities in column 6.
 Cohort Age Time Prob. Toler. Pr. within Lower Normaln = lx x k p =k px frac. δ within 1 ± δ bound approx.
 10000 40 3 0.99 .003 .9969 .9760 .997210000 40 5 0.98 .004 .9952 .9600 .994910000 40 10 0.94 .008 .9985 .9866 .99851000 40 10 0.94 .020 .9863 .9120 .9877
 10000 70 5 0.75 .020 .9995 .9950 .99951000 70 5 0.75 .050 .9938 .9531 .9938
 10000 70 10 0.50 .030 .9973 .9778 .99731000 70 10 0.50 .080 .9886 .9188 .9886
 for the true binomial probability P (|X − np| ≤ npδ), the formula of whichis displayed above. Although the deviation-ratios in this setting are actuallyclose to n−1/6, not smaller as they should be for applicability of the citedresult of Feller, the normal approximations in the final column of Table 3.3.1below are sensationally close to the correct binomial probabilities in column6. A still more refined theorem which justifies this is given by Feller (1972,section XVI.7 leading up to formula 7.28, p. 553).
 If the probabilities in Theorem 3.3.1(a) are generally much smaller thanthe upper bounds given for them, then why are those bounds of interest ?(These are 1 minus the probabilities illustrated in Table 3.3.1.) First,they provide relatively quick hand-calculated estimates showing that largebatches of independent coin-tosses are extremely unlikely to yield relativefrequencies of heads much different from the true probability or limitingrelative frequency of heads. Another, more operational, way to render thisconclusion of Theorem 3.3.1(b) is that two very large insured cohorts with thesame true survival probabilities are very unlikely to have materially different
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 survival experience. However, as the Table illustrates, for practical purposesthe normal approximation to the binomial probabilities of large discrepanciesfrom the expectation is generally much more precise than the large deviationbounds of Theorem 3.3.1(a).
 The bounds given in Theorem 3.3.1(a) get small with large N muchmore rapidly than simpler bounds based on Chebychev’s inequality (cf. Hoggand Tanis 1997, Larsen and Marx 1985, or Larson 1982). We can toleratethe apparent looseness in the bounds because it can be shown that the ex-ponential rate of decay as a function of N in the true tail-probabilitiesPN = P (X ≥ Nb) or P (X ≤ Nc) in Theorem 3.3.1(a) (i.e., the constantsappearing in square brackets in the exponents on the right-hand sides of thebounds) are exactly the right ones: no larger constants replacing them couldgive correct bounds.
 3.4 Simulation of Life Table Data
 We began by regarding life-table ratios lx/l0 in large cohort life-tables asdefining integer-age survival probabilities S(x) = xp0. We said that if thelife-table was representative of a larger population of prospective insureds,then we could imagine a newly presented life aged x as being randomlychosen from the life-table cohort itself. We motivated the conditional prob-ability ratios in this way, and similarly expectations of functions of life-tabledeath-times were averages over the entire cohort. Although we found thecalculus-based formulas for life-table conditional probabilities and expec-tations to be useful, at that stage they were only ideal approximations ofthe more detailed but still exact life-table ratios and sums. At the nextstage of sophistication, we began to describe the (conditional) probabilities
 tpx ≡ S(x + t)/S(x) based upon a smooth survival function S(x) as a truebut unknown survival distribution, hypothesized to be of one of a numberof possible theoretical forms, governing each member of the life-table cohortand of further prospective insureds. Finally, we have come to view the life-table itself as data, with each ratio lx+t/lx equal to the relative frequency ofsuccess among a set of lx Bernoulli(tpx) trials which Nature performs uponthe set of lives aged x . With the mathematical justification of the Lawof Large Numbers, we come full circle: these relative frequencies are random
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3.4. SIMULATION OF LIFE TABLE DATA 77
 variables which are not very random. That is, they are extremely likely tolie within a very small tolerance of the otherwise unknown probabilities tpx .Accordingly, the life-table ratios are, at least for very large-radix life tables,highly accurate statistical estimators of the life-table probabilities which weearlier tried to define by them.
 To make this discussion more concrete, we illustrate the difference be-tween the entries in a life-table and the entries one would observe as datain a randomly generated life-table of the same size using the initial life-tableratios as exact survival probabilities. We used as a source of life-table countsthe Mortality Table for U.S. White Males 1959-61 reproduced as Table 2 onpage 11 of C. W. Jordan’s (1967) book on Life Contingencies. That is, usingthis Table with radix l0 = 105 , with counts lx given for integer ages x from1 through 80, we treated the probabilities px = lx+1/lx for x = 0, . . . , 79 asthe correct one-year survival probabilities for a second, computer-simulatedcohort life-table with radix l∗0 = 105. Using simulated random variablesgenerated in Splus, we successively generated, as x runs from 1 to 79,random variables l∗x+1 ∼ Binomial(l∗x, px). In other words, the mechanism ofsimulation of the sequence l∗0, . . . , l
 ∗79 was to make the variable l∗x+1 depend
 on previously generated l∗1, . . . , l∗x only through l∗x, and then to generate
 l∗x+1 as though it counted the heads in l∗x independent coin-tosses withheads-probability px. A comparison of the actual and simulated life-tablecounts for ages 9 to 79 in 10-year intervals, is given below. The completesimulated life-table was given earlier as Table 1.1.
 The implication of the Table is unsurprising: with radix as high as 105,the agreement between the initial and randomly generated life-table countsis quite good. The Law of Large Numbers guarantees good agreement, withvery high probability, between the ratios lx+10/lx (which here play the role ofthe probability 10px of success in l∗x Bernoulli trials) and the correspondingsimulated random relative frequencies of success l∗x+10/l
 ∗x. For example, with
 x = 69, the final simulated count of 28657 lives aged 79 is the success-count in56186 Bernoulli trials with success-probability 28814/56384 = .51103. Withthis success-probability, assertion (a) and the final inequality proved in (b) ofthe Theorem show that the resulting count will differ from .51103 · 56186 =28712.8 by 300 or more (in either direction) with probability at most 0.08.(Verify this by substituting in the formulas with 300 = δ · 56186).
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 Table 3.2: Illustrative Real and Simulated Life-Table Data
 Age x 1959-61 Actual Life-Table Simulated lx
 9 96801 9675319 96051 9598929 94542 9442839 92705 9257649 88178 8790159 77083 7679369 56384 5618679 28814 28657
 3.4.1 Expectation for Discrete Random Variables
 The Binomial random variables which have just been discussed are examplesof so-called discrete random variables, that is, random variables Z with adiscrete (usually finite) list of possible outcomes z, with a corresponding listof probabilities or probability mass function values pZ(z) with which each ofthose possible outcomes occur. (These probabilities pZ(z) must be positivenumbers which summed over all possible values z add to 1.) In an insur-ance context, think for example of Z as the unforeseeable future damage orliability upon the basis of which an insurer has to pay some scheduled claimamount c(Z) to fulfill a specific property or liability insurance policy. TheLaw of Large Numbers says that we can have a frequentist operational inter-pretation of each of the probabilities pZ(z) with which a claim of size c(z)is presented. In a large population of N independent policyholders, eachgoverned by the same probabilities pZ(·) of liability occurrences, for eachfixed damage-amount z we can imagine a series of N Bernoulli(pZ(z))
 trials, in which the jth policyholder is said to result in a ‘success’ if hesustains a damage amount equal to z , and to result in a ‘failure’ otherwise.The Law of Large Numbers for these Bernoulli trials says that the numberout of these N policyholders who do sustain damage z is for large Nextremely likely to differ by no more than δN from N pZ(z).
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3.4. SIMULATION OF LIFE TABLE DATA 79
 Returning to a general discussion, suppose that Z is a discrete randomvariable with a finite list of possible values z1, . . . , zm, and let c(·) be areal-valued (nonrandom) cost function such that c(Z) represents an eco-nomically meaningful cost incurred when the random variable value Z isgiven. Suppose that a large number N of independent individuals give riseto respective values Zj, j = 1, . . . , N and costs c(Z1), . . . , c(ZN). Here in-dependent means that the mechanism causing different individual Zj valuesis such that information about the values Z1, . . . , Zj−1 allows no change inthe (conditional) probabilities with which Zj takes on its values, so that forall j, i, and b1, . . . , bj−1,
 P (Zj = zi |Z1 = b1, . . . , Zj−1 = bj−1 ) = pZ(zi)
 Then the Law of Large Numbers, applied as above, says that out of thelarge number N of individuals it is extremely likely that approximatelypZ(k) · N will have their Z variable values equal to k, where k rangesover {z1, . . . , zm}. It follows that the average costs c(Zj) over the Nindependent individuals — which can be expressed exactly as
 N−1
 N∑
 j=1
 c(Zj) = N−1
 m∑
 i=1
 c(zi) · #{j = 1, . . . , N : Zj = zi}
 — is approximately given by
 N−1
 m∑
 i=1
 c(zi) · (N pZ(zi)) =m∑
 i=1
 c(zi) pZ(zi)
 In other words, the Law of Large Numbers implies that the average costper trial among the N independent trials resulting in random variablevalues Zj and corresponding costs c(Zj) has a well-defined approximate(actually, a limiting) value for very large N
 Expectation of cost = E(c(Z)) =m∑
 i=1
 c(zi) pZ(zi) (3.16)
 As an application of the formula for expectation of a discrete randomvariable, consider the expected value of a cost-function g(T ) of a lifetimerandom variable which is assumed to depend on T only through the function
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 g([T ]) of the integer part of T . This expectation was interpreted earlier asthe average cost over all members of the specified life-table cohort. Now theexpectation can be verified to coincide with the life-table average previouslygiven, if the probabilities S(j) in the following expression are replaced bythe life-table estimators lj/l0. Since P ([T ] = k) = S(k) − S(k + 1), thegeneral expectation formula (3.16) yields
 E(g(T )) = E(g([T ]) =ω−1∑
 k=0
 g(k) (S(k) − S(k + 1))
 agreeing precisely with formula (1.2).
 Just as we did in the context of expectations of functions of the life-table waiting-time random variable T , we can interpret the Expectation as aweighted average of values (costs, in this discussion) which can be incurred ineach trial, weighted by the probabilities with which they occur. There is ananalogy in the continuous-variable case, where Z would be a random variablewhose approximate probabilities of falling in tiny intervals [z, z + dz] aregiven by fZ(z)dz, where fZ(z) is a nonnegative density function integratingto 1. In this case, the weighted average of cost-function values c(z) whicharise when Z ∈ [z, z + dz], with approximate probability-weights fZ(z)dz,is written as a limit of sums or an integral, namely
 ∫
 c(z) f(z) dz.
 3.4.2 Rules for Manipulating Expectations
 We have separately defined expectation for continuous and discrete randomvariables. In the continuous case, we treated the expectation of a specifiedfunction g(T ) of a lifetime random variable governed by the survival functionS(x) of a cohort life-table, as the approximate numerical average of the valuesg(Ti) over all individuals i with data represented through observed lifetimeTi in the life-table. The discrete case was handled more conventionally,along the lines of a ‘frequentist’ approach to the mathematical theory ofprobability. First, we observed that our calculations with Binomial(n, p)random variables justified us in saying that the sum X = Xn of a largenumber n of independent coin-toss variables ǫ1, . . . , , ǫn, each of which is1 with probability p and 0 otherwise, has a value which with very highprobability differs from n·p by an amount smaller than δn, where δ > 0 is
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3.4. SIMULATION OF LIFE TABLE DATA 81
 an arbitrarily small number not depending upon n. The Expectation p ofeach of the variables ǫi is recovered approximately as the numerical averageX/n = n−1
 ∑ni=1 ǫi of the independent outcomes ǫi of independent trials.
 This Law of Large Numbers extends to arbitrary sequences of independentand identical finite-valued discrete random variables, saying that
 if Z1, Z2, . . . are independent random variables, in the sensethat for all k ≥ 2 and all numbers r,
 P (Zk ≤ r |Z1 = z1, . . . , Zk−1 = zk−1 ) = P (Z1 ≤ r)
 regardless of the precise values z1, . . . , zk−1, then for each δ > 0,as n gets large
 P(
 |n−1
 n∑
 i=1
 c(Zi) − E(c(Z1))| ≥ δ)
 −→ 0 (3.17)
 where, in terms of the finite set S of possible values of Z ,
 E(c(Z1)) =∑
 z∈S
 c(z) P (Z1 = z) (3.18)
 Although we do not give any further proof here, it is a fact that the sameLaw of Large Numbers given in equation (3.17) continues to hold if thedefinition of independent sequences of random variables Zi is suitably gen-eralized, as long as either
 Zi are discrete with infinitely many possible values defining aset S, and the expectation is as given in equation (3.18) abovewhenever the function c(z) is such that
 ∑
 z∈S
 |c(z)|P (Z1 = z) < ∞
 or
 the independent random variables Zi are continuous, all withthe same density f(t) such that P (q ≤ Z1 ≤ r) =
 ∫ r
 qf(t) dt,
 and expectation is defined by
 E(c(Z1)) =
 ∫ ∞
 −∞c(t) f(t) dt (3.19)
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 whenever the function c(t) is such that∫ ∞
 −∞|c(t)| f(t) dt < ∞
 All of this serves to indicate that there really is no choice in comingup with an appropriate definition of expectations of cost-functions defined interms of random variables Z, whether discrete or continuous. For the rest ofthese lectures, and more generally in applications of probability within actu-arial science, we are interested in evaluating expectations of various functionsof random variables related to the contingencies and uncertain duration oflife. Many of these expectations concern superpositions of random amountsto be paid out after random durations. The following rules for the manipula-tion of expectations arising in such superpositions considerably simplify thecalculations. Assume throughout the following that all payments and timeswhich are not certain are functions of a single lifetime random variable T .
 (1). If a payment consists of a nonrandom multiple (e.g., face-amountF ) times a random amount c(T ), then the expectation of the payment isthe product of F and the expectation of c(T ):
 Discrete case: E(Fc(T )) =∑
 t
 F c(t) P (T = t)
 = F∑
 t
 c(t) P (T = t) = F · E(c(T ))
 Continuous case: E(Fc(T )) =
 ∫
 F c(t)f(t) dt = F
 ∫
 c(t)f(t) dt = F ·E(c(T ))
 (2). If a payment consists of the sum of two separate random paymentsc1(T ), c2(T ) (which may occur at different times, taken into account bytreating both terms ck(T ) as present values as of the same time), then theoverall payment has expectation which is the sum of the expectations of theseparate payments:
 Discrete case: E(c1(T ) + c2(T )) =∑
 t
 (c1(t) + c2(t)) P (T = t)
 =∑
 t
 c1(t) P (T = t) +∑
 t
 c2(t) P (T = t) = E(c1(T )) + E(c2(T ))
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 Continuous case: E(c1(T ) + c2(T )) =
 ∫
 (c1(t) + c2(t)) f(t) dt
 =
 ∫
 c1(t) f(t) dt +
 ∫
 c2(t) f(t) dt = E(c1(T )) + E(c2(T ))
 Thus, if an uncertain payment under an insurance-related contract, basedupon a continuous lifetime variable T with density fT , occurs only ifa ≤ T < b and in that case consists of a payment of a fixed amount Foccurring at a fixed time h, then the expected present value under a fixednonrandom interest-rate i with v = (1 + i)−1, becomes by rule (1) above,
 E(vh F I[a≤T<b]) = vh F E(I[a≤T<b])
 where the indicator-notation I[a≤T<b] denotes a random quantity which is1 when the condition [a ≤ T < b] is satisfied and is 0 otherwise. Sincean indicator random variable has the two possible outcomes {0, 1} like thecoin-toss variables ǫi above, we conclude that E(I[a≤T<b]) = P (a ≤ T <
 b) =∫ b
 afT (t) dt, and the expected present value above is
 E(vh F I[a≤T<b]) = vh F
 ∫ b
 a
 fT (t) dt
 3.5 Some Special Integrals
 While actuaries ordinarily do not allow themselves to represent real life-table survival distributions by simple finite-parameter families of theoreticaldistributions (for the good reason that they never approximate the real large-sample life-table data well enough), it is important for the student to beconversant with several integrals which would arise by substituting some ofthe theoretical models into formulas for various net single premiums andexpected lifetimes.
 Consider first the Gamma functions and integrals arising in connectionwith Gamma survival distributions. The Gamma function Γ(α) is definedby
 Γ(α) =
 ∫ ∞
 0
 xα−1 e−x dx , α > 0
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 This integral is easily checked to be equal to 1 when α = 1, givingthe total probability for an exponentially distributed random variable, i.e., alifetime with constant force-of-mortality 1. For α = 2, the integral is theexpected value of such a unit-exponential random variable, and it is a stan-dard integration-by-parts exercise to check that it too is 1. More generally,integration by parts in the Gamma integral with u = xα and dv = e−x dximmediately yields the famous recursion relation for the Gamma integral,first derived by Euler, and valid for all α > 0 :
 Γ(α + 1) =
 ∫ ∞
 0
 xα e−x dx =(
 −xα e−x)
 ∣
 ∣
 ∣
 ∞
 0+
 ∫ ∞
 0
 α xα−1 e−x dx = α · Γ(α)
 This relation, applied inductively, shows that for all positive integers n,
 Γ(n + 1) = n · (n − 1) · · · 2 · Γ(1) = n!
 The only other simple-to-derive formula explicitly giving values for (non-integer) values of the Gamma function is Γ( 1
 2) =
 √π, obtained as follows:
 Γ(1
 2) =
 ∫ ∞
 0
 x−1/2 e−xdx =
 ∫ ∞
 0
 e−z2/2√
 2 dz
 Here we have made the integral substitution x = z2/2, x−1/2 dx =√
 2 dz.The last integral can be given by symmetry as
 1√2
 ∫ ∞
 −∞e−z2/2 dz =
 √π
 where the last equality is equivalent to the fact (proved in most calculustexts as an exercise in double integration using change of variable to polarcoordinates) that the standard normal distribution
 Φ(x) =1√2π
 ∫ x
 −∞e−z2/2 dz (3.20)
 is a bona-fide distribution function with limit equal to 1 as x → ∞.
 One of the integrals which arises in calculating expected remaining life-times for Weibull-distributed variables is a Gamma integral, after integration-by-parts and a change-of-variable. Recall that the Weibull density with pa-rameters λ, γ is
 f(t) = λ γ tγ−1 e−λ tγ , t > 0
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3.5. SOME SPECIAL INTEGRALS 85
 so that S(x) = exp(−λ xγ). The expected remaining life for a Weibull-distributed life aged x is calculated, via an integration by parts with u =t − x and dv = f(t)dt = −S ′(t)dt, as
 ∫ ∞
 x
 (t − x)f(t)
 S(x)dt =
 1
 S(x)
 [
 − (t − x) e−λtγ∣
 ∣
 ∣
 ∞
 x+
 ∫ ∞
 x
 e−λtγ dt]
 The first term in square brackets evaluates to 0 at the endpoints, and thesecond term can be re-expressed via the change-of-variable w = λ tγ , togive, in the Weibull example,
 E(T − x |T ≥ x) = eλxγ 1
 γλ−1/γ
 ∫ ∞
 λ xγ
 w(1/γ)−1 e−w dw
 = Γ(1
 γ) eλ xγ 1
 γλ−1/γ
 (
 1 − G1/γ(λ xγ))
 where we denote by Gα(z) the Gamma distribution function with shapeparameter α,
 Gα(z) =1
 Γ(α)
 ∫ z
 0
 vα−1 e−v dv
 and the integral on the right-hand side is called the incomplete Gamma func-tion. Values of Gα(z) can be found either in published tables whichare now quite dated, or among the standard functions of many mathe-matical/statistical computer packages, such as Mathematica, Matlab, orSplus. One particular case of these integrals, the case α = 1/2 , can be re-cast in terms of the standard normal distribution function Φ(·). We changevariables by v = y2/2 to obtain for z ≥ 0,
 G1/2(z) =1
 Γ(1/2)
 ∫ z
 0
 v−1/2 e−v dv =1√π
 ∫
 √2z
 0
 √2 e−y2/2 dy
 =
 √
 2
 π·√
 2π · (Φ(√
 2z) − Φ(0)) = 2Φ(√
 2z) − 1
 One further expected-lifetime calculation with a common type of distri-bution gives results which simplify dramatically and become amenable tonumerical calculation. Suppose that the lifetime random variable T is as-sumed lognormally distributed with parameters m, σ2. Then the expectedremaining lifetime of a life aged x is
 E( T − x |T ≥ x ) =1
 S(x)
 ∫ ∞
 x
 td
 dtΦ(
 log(t) − log(m)
 σ) dt − x
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 Now change variables by y = (log(t) − log(m))/σ = log(t/m)/σ, so thatt = m eσy, and define in particular
 x′ =log(x) − log(m)
 σ
 Recalling that Φ′(z) = exp(−z2/2)/√
 2π , we find
 E( T − x |T ≥ x ) =1
 1 − Φ(x′)
 ∫ ∞
 x′
 m√2π
 eσy−y2/2 dy
 The integral simplifies after completing the square σy − y2/2 = σ2/2− (y −σ)2/2 in the exponent of the integrand and changing variables by z = y−σ.The result is:
 E( T − x |T ≥ x ) =meσ2/2
 1 − Φ(x′)(1 − Φ(x′ − σ))
 3.6 Exercise Set 3
 (1). Show that: ∂∂x tpx = tpx · (µx − µx+t) .
 (2). For a certain value of x, it is known that tqx = kt over the time-interval t ∈ [0, 3], where k is a constant. Express µx+2 as a function ofk.
 (3). Suppose that an individual aged 20 has random lifetime Z withcontinuous density function
 fZ(t) = 0.02 (t − 20) e−(t−20)2/100 , t > 20
 (a) If this individual has a contract with your company that you mustpay his heirs $106 · (1.4 − Z/50) on the date of his death between ages 20and 70, then what is the expected payment ?
 (b) If the value of the death-payment described in (a) should properly bediscounted by the factor exp(−0.08(Z − 20)) (i.e. by the effective interestrate of e.08−1 per year) to calculate the present value of the payment, thenwhat is the expected present value of the insurance contract ?
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 Hint for both parts: After a change of variables, the integral in (a) can beevaluated in terms of incomplete Gamma integrals
 ∫∞c
 sα−1 e−s ds, wherethe complete Gamma integrals (for c=0) are known to yield the Gammafunction Γ(α) = (α − 1)!, for integer α > 0. Also: Γ(α + 1) = αΓ(α)for all real > 0, and Γ(1/2) =
 √π .
 (4). Suppose that a life-table mortality pattern is this: from ages 20 through60, twice as many lives die in each 5-year period as in the previous five-yearperiod. Find the probability that a life aged 20 will die between exact ages 40and 50. If the force of mortality can be assumed constant over each five-yearage period (20-24, 25-29, etc.), and if you are told that l60/l20 = 0.8, thenfind the probability that a life aged 20 will survive at least until exact age48.0 .
 (5). Obtain an expression for µx if lx = k sx wx2
 gcx
 , where k, s, w, g, care positive constants.
 (6). Show that:∫∞
 0lx+t µx+t dt = lx .
 (7). A man wishes to accumulate $50, 000 in a fund at the end of 20 years.If he deposits $1000 in the fund at the end of each of the first 10 years and$1000+x in the fund at the end of each of the second 10 years, then find xto the nearest dollar, where the fund earns an effective interest rate of 6% .
 (8). Express in terms of annuity-functions a(m)N⌉ the present value of an
 annuity of $100 per month paid the first year, $200 per month for the secondyear, up to $1000 per month the tenth year. Find the numerical value of thepresent value if the effective annual interest rate is 7% .
 (9). Find upper bounds for the following Binomial probabilities, and com-pare them with the exact values calculated via computer (e.g., using a spread-sheet or exact mathematical function such as pbinom in Splus) :
 (a). The probability that in Bernoulli trials with success-probability0.4, the number of successes lies outside the (inclusive) range [364, 446].
 (b). The probability that of 1650 lives aged exactly 45, for whom
 20p45 = 0.72, no more than 1075 survive to retire at age 65.
 (10). If the force of mortality governing a cohort life-table is such that
 µt =2
 1 + t+
 2
 100 − tfor real t , 0 < t < 100
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 then find the number of deaths which will be expected to occur between ages1 and 4, given that the radix l0 of the life-table is 10, 000.
 (11). Find the expected present value at 5% APR of an investment whoseproceeds will with probability 1/2 be a payment of $10, 000 in exactly 5years, and with the remaining probability 1/2 will be a payment of $20, 000in exactly 10 years.Hint: calculate the respective present values V1, V2 of the payments in eachof the two events with probability 0.5, and find the expected value of a discreterandom variable which has values V1 or V2 with probabilities 0.5 each.
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 3.7 Worked Examples
 Example 1. Assume that a cohort life-table population satisfies l0 = 104
 and
 dx =
 200 for 0 ≤ x ≤ 14100 for 15 ≤ x ≤ 48240 for 49 ≤ x ≤ 63
 (a) Suppose that an insurer is to pay an amount $100 ·(64−X) (withoutregard to interest or present values related to the time-deferral of the payment)for a newborn in the life-table population, if X denotes the attained integerage at death. What is the expected amount to be paid ?
 (b) Find the expectation requested in (a) if the insurance is purchased fora life currently aged exactly 10 .
 (c) Find the expected present value at 4% interest of a payment of $1000to be made at the end of the year of death of a life currently aged exactly 20.
 The first task is to develop an expression for survival function and densitygoverning the cohort life-table population. Since the numbers of deaths areconstant over intervals of years, the survival function is piecewise linear, andthe life-distribution is piecewise uniform because the the density is piecewiseconstant. Specifically for this example, at integer values y,
 ly =
 10000 − 200y for 0 ≤ y ≤ 157000 − 100(y − 15) for 16 ≤ y ≤ 493600 − 240(y − 49) for 50 ≤ y ≤ 64
 It follows that the terminal age for this population is ω = 64 for thispopulation, and S(y) = 1 − 0.02 y for 0 ≤ y ≤ 15, 0.85 − 0.01 y for15 ≤ y ≤ 49, and 1.536− .024 y for 49 ≤ y ≤ 64. Alternatively, extendingthe function S linearly, we have the survival density f(y) = −S ′(y) = 0.02on [0, 15), = 0.01 on [15, 49), and = 0.024 on [49, 64].
 Now the expectation in (a) can be written in terms of the random lifetimevariable with density f as
 ∫ 15
 0
 0.02 · 100 · (64 − [y]) dy +
 ∫ 49
 15
 0.01 · 100 · (64 − [y]) dy
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 +
 ∫ 64
 49
 0.024 · 100 · (64 − [y]) dy
 The integral has been written as a sum of three integrals over different rangesbecause the analytical form of the density f in the expectation-formula∫
 g(y)f(y)dy is different on the three different intervals. In addition, observethat the integrand (the function g(y) = 100(64− [y]) of the random lifetimeY whose expectation we are seeking) itself takes a different analytical formon successive one-year age intervals. Therefore the integral just displayed canimmediately be seen to agree with the summation formula for the expectationof the function 100(64−X) for the integer-valued random variable X whoseprobability mass function is given by
 P (X = k) = dk/l0
 The formula is
 E(g(Y )) = E(100(64 − X)) =14∑
 k=0
 0.02 · 100 · (64 − k) +
 48∑
 k=15
 0.01 · 100 · (64 − k) +63∑
 k=49
 0.024 · 100 · (64 − k)
 Thus the solution to (a) is given (after the change-of-variable j = 64 − k),by
 2.415∑
 j=1
 j +49∑
 j=16
 j + 264∑
 j=50
 j
 The displayed expressions can be summed either by a calculator program orby means of the easily-checked formula
 ∑nj=1 j = j(j + 1)/2 to give the
 numerical answer $3103 .
 The method in part (b) is very similar to that in part (a), except thatwe are dealing with conditional probabilities of lifetimes given to be at least10 years long. So the summations now begin with k = 10, or alterna-tively end with j = 64 − k = 54, and the denominators of the conditionalprobabilities P (X = k|X ≥ 10) are l10 = 8000. The expectation in (b)then becomes
 14∑
 k=10
 200
 8000·100 · (64−k) +
 48∑
 k=15
 100
 8000·100 · (64−k) +
 63∑
 k=49
 240
 8000·100 · (64−k)
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 which works out to the numerical value
 3.015∑
 1
 j + 1.2549∑
 16
 j + 2.554∑
 50
 j = $2391.25
 Finally, we find the expectation in (c) as a summation beginning at k =20 for a function 1000 · (1.04)−X+19 of the random variable X withconditional probability distribution P (X = k|X ≥ 20) = dk/l20 for k ≥ 20.(Note that the function 1.04−X+19 is the present value of a payment of 1at the end of the year of death, because the end of the age- X year for anindividual currently at the 20th birthday is X − 19 years away.) Sincel20 = 6500, the answer to part (c) is
 1000{
 48∑
 k=20
 100
 6500(1.04)19−k +
 63∑
 k=49
 240
 6500(1.04)19−k
 }
 = 1000( 1
 65
 1 − 1.04−29
 0.04+
 24
 6501.04−29 1 − (1.04)−15
 0.04
 )
 = 392.92
 Example 2. Find the change in the expected lifetime of a cohort life-tablepopulation governed by survival function S(x) = 1− (x/ω) for 0 ≤ x ≤ ωif ω = 80 and
 (a) the force of mortality µ(y) is multiplied by 0.9 at all exact agesy ≥ 40, or
 (b) the force of mortality µ(y) is decreased by the constant amount 0.1at all ages y ≥ 40.
 The force of mortality here is
 µ(y) = − d
 dyln(1 − y/80) =
 1
 80 − y
 So multiplying it by 0.9 at ages over 40 changes leaves unaffected thedensity of 1/80 for ages less than 40, and for ages y over 40 changesthe density from f(y) = 1/80 to
 f ∗(y) = − d
 dy
 (
 S(40) exp(−0.9
 ∫ y
 40
 (80 − z)−1 dz))
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 = − d
 dy
 (
 0.5 e0.9 ln((80−y)/40))
 = −0.5d
 dy
 (
 80 − y
 40
 )0.9
 =0.9
 80(2 − y/40)−0.1
 Thus the expected lifetime changes from∫ 80
 0(y/80) dy = 40 to
 ∫ 40
 0
 (y/80) dy +
 ∫ 80
 40
 y0.9
 80(2 − y/40)−0.1 dy
 Using the change of variable z = 2 − y/40 in the last integral gives theexpected lifetime = 10 + .45(80/.9 − 40/1.9) = 40.53.
 Example 3. Suppose that you have available to you two investment possi-bilities, into each of which you are being asked to commit $5000. The firstinvestment is a risk-free bond (or bank savings-account) which returns com-pound interest of 5% for a 10-year period. The second is a ‘junk bond’which has probability 0.6 of paying 11% compound interest and returningyour principal after 10 years, probability 0.3 of paying yearly interest at11% for 5 years and then returning your principal of $5000 at the endof the 10th year with no further interest payments, and probability 0.1of paying yearly interest for 3 years at 11% and then defaulting, payingno more interest and not returning the principal. Suppose further that thegoing rate of interest with respect to which present values should properlybe calculated for the next 10 years will either be 4.5% or 7.5%, eachwith probability 0.5. Also assume that the events governing the junk bond’spaying or defaulting are independent of the true interest rate’s being 4.5%versus 7.5% for the next 10 years. Which investment provides the betterexpected return in terms of current (time-0) dollars ?
 There are six relevant events, named and displayed along with their prob-abilities in the following table, corresponding to the possible combinationsof true interest rate (Low versus High) and payment scenarios for the junkbond (Full payment, Partial interest payments with return of principal, andDefault after 3 years’ interest payments):
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 Event Name Description Probability
 A1 Low ∩ Full 0.30A2 Low ∩ Partial 0.15A3 Low ∩ Default 0.05A4 High ∩ Full 0.30A5 High ∩ Partial 0.15A6 High ∩ Default 0.05
 Note that because of independence (first defined in Section 1.1), the prob-abilities of intersected events are calculated as the products of the separateprobabilities, e.g.,
 P (A2) = P (Low) · P (Partial) = (0.5) · (0.30) = 0.15
 Now, under each of the events A1, A2, A3, the present value of the firstinvestment (the risk-free bond) is
 5000{
 10∑
 k=1
 0.05 (1.045)−k + (1.045)−10}
 = 5197.82
 On each of the events A4, A5, A6, the present value of the first investmentis
 5000{
 10∑
 k=1
 0.05 (1.075)−k + (1.075)−10}
 = 4141.99
 Thus, since
 P (Low) = P (A1 ∪ A2 ∪ A3) = P (A1) + P (A2) + P (A3) = 0.5
 the overall expected present value of the first investment is
 0.5 · (5197.82 + 4141.99) = 4669.90
 Turning to the second investment (the junk bond), denoting by PV thepresent value considered as a random variable, we have
 E(PV |A1)/5000 = 0.1110∑
 k=1
 (1.045)−k + (1.045)−10 = 1.51433

Page 33
						

94 CHAPTER 3. PROBABILITY & LIFE TABLES
 E(PV |A4)/5000 = 0.1110∑
 k=1
 (1.075)−k + (1.075)−10 = 1.24024
 E(PV |A2)/5000 = 0.115∑
 k=1
 (1.045)−k + (1.045)−10 = 1.12683
 E(PV |A5)/5000 = 0.115∑
 k=1
 (1.075)−k + (1.075)−10 = 0.93024
 E(PV |A3)/5000 = 0.113∑
 k=1
 (1.045)−k = 0.302386
 E(PV |A6)/5000 = 0.113∑
 k=1
 (1.075)−k = 0.286058
 Therefore, we conclude that the overall expected present value E(PV ) ofthe second investment is
 6∑
 i=1
 E(PV · IAi) =
 6∑
 i=1
 E(PV |Ai) P (Ai) = 5000 · (1.16435) = 5821.77
 So, although the first-investment is ‘risk-free’, it does not keep up with infla-tion in the sense that its present value is not even as large as its starting value.The second investment, risky as it is, nevertheless beats inflation (i.e., theexpected present value of the accumulation after 10 years is greater than theinitial face value of $5000) although with probability P (Default) = 0.10the investor may be so unfortunate as to emerge (in present value terms)with only 30% of his initial capital.
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 3.8 Useful Formulas from Chapter 3
 kpx = px px+1 px+2 · · · px+k−1 , k ≥ 1 integer
 p. 63
 k/mpx =k−1∏
 j=0
 1/mpx+j/m , k ≥ 1 integer
 p. 63
 (i) Piecewise Unif.. S(k+t) = tS(k+1)+(1−t)S(k) , k integer , t ∈ [0, 1]
 p. 66
 (ii) Piecewise Const. µ(y) ln S(k+t) = t ln S(k+1)+(1−t) ln S(k) , k integer
 p. 66
 (iii) Balducci assump.1
 S(k + t)=
 t
 S(k + 1)+
 1 − t
 S(k), k integer
 p. 66
 tpk =S(k) − t(S(k + 1) − S(k))
 S(k)= 1 − t qk under (i)
 p. 68
 tpk =S(k + t)
 S(x)=(
 e−µ(k))t
 = (1 − qk)t under (ii)
 p. 68
 tpk =S(k + t)
 S(k + 1)
 S(k + 1)
 S(k)=
 1 − qk
 1 − (1 − t)qk
 under (iii)
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 p. 68
 Binomial(N, p) probability P (X = k) =
 (
 N
 k
 )
 pk (1 − p)N−k
 p. 70
 Discrete r.v. Expectation E(c(Z)) =m∑
 i=1
 c(zi) pZ(zi)
 p. 79
 Γ(α) =
 ∫ ∞
 0
 xα−1 e−x dx
 p. 84
 Φ(x) =1√2π
 ∫ x
 −∞e−z2/2 dz
 p. 84
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