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            1068 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 57, NO. 3, MARCH 2009 Universal FIR MMSE Filtering Taesup Moon, Member, IEEE, and Tsachy Weissman, Senior Member, IEEE Abstract—We consider the problem of causal estimation, i.e., ﬁltering, of a real-valued signal corrupted by zero mean, time-inde- pendent, real-valued additive noise, under the mean-squared error (MSE) criterion. We build a universal ﬁlter whose per-symbol squared error, for every bounded underlying signal, is essentially as small as that of the best ﬁnite-duration impulse response (FIR) ﬁlter of a given order. We do not assume a stochastic mechanism generating the underlying signal, and assume only that the vari- ance of the noise is known to the ﬁlter. The regret of the expected MSE of our scheme is shown to decay as , where is the length of the signal. Moreover, we present a stronger concentration result which guarantees the performance of our scheme not only in expectation, but also with high probability. Our result implies a conventional stochastic setting result, i.e., when the underlying signal is a stationary process, our ﬁlter achieves the performance of the optimal FIR ﬁlter. We back our theoretical ﬁndings with several experiments showcasing the potential merits of our universal ﬁlter in practice. Our analysis combines tools from the problems of universal ﬁltering and competitive on-line regression. Index Terms—FIR MMSE ﬁltering, logarithmic regret, online learning, regret minimization, universal ﬁltering, unsupervised adaptive ﬁltering. I. INTRODUCTION E STIMATING the real-valued components of a signal cor- rupted by zero mean real-valued additive noise is a fun- damental problem in signal processing and estimation theory. When the underlying signal is a stationary process, the usual criterion for the estimation is the mean square error (MSE), and much work on minimum MSE (MMSE) estimation has been done since Wiener [1]. Moreover, due to the ease of imple- mentation, linear MMSE estimation has been popular for many decades [2]. There are noncausal and causal versions of linear MMSE estimation, and in the signal processing literature, the term ﬁltering is used for both cases. However, in this paper, we will only use that term for causal estimation and refer to a causal Manuscript received April 07, 2008; revised October 19, 2008. First pub- lished November 21, 2008; current version published February 13, 2009. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Mark J. Coates. This work was supported in part by the NSF by Grants 0546535 and 0729119, and by the Samsung Scholarship. The mate- rial in this paper was presented in part at the IEEE International Symposium on Information Theory, Nice, France, June 2007. T. Moon was with the Department of Electrical Engineering, Stanford Uni- versity, Stanford, CA 94305 USA. He is currently with Yahoo! Inc., Sunnyvale CA 94089 USA (e-mail: [email protected]). T. Weissman is with the Department of Electrical Engineering, Stanford Uni- versity, Stanford, CA 94305 USA, and is also with the Department of Electrical Engineering, Technion, Haifa 32000, Israel (e-mail: [email protected]). Color versions of one or more of the ﬁgures in this paper are available online at http://ieeexplore.ieee.org. Digital Object Identiﬁer 10.1109/TSP.2008.2009894 estimator as a ﬁlter. The most common form of the linear MMSE ﬁlter is the ﬁnite-duration impulse response (FIR) ﬁlter, since stability is not an issue and it is easy to implement. In practice, there are two limitations in building the linear MMSE estimators. One is that we need prior knowledge of the ﬁrst and second moment of the signal which we usually do not have. The other, which may be more severe, is that we need stationarity assumptions on the underlying signal, whereas in practice the signal may be nonstationary, or even nonstochastic in many cases. In this paper, we will focus on FIR MMSE ﬁlters, and try to tackle these limitations jointly. Robust minimax [3]–[5] and adaptive ﬁltering [6] are ap- proaches that have been taken to deal with the above limitations. The former aims to optimize for the worst case in the signal un- certainty set, to get a robust estimator. However, this approach ignores the fact that we can learn about the signal, and most of them allow large delay in estimation, i.e., noncausal estima- tion, which is not applicable in ﬁltering problems that have strict causality constraints. On the other hand, adaptive ﬁltering tries to build an FIR ﬁlter that sequentially updates its ﬁlter coef- ﬁcients by learning from the noisy observation and a desired response signal, which the ﬁlter output aims to approach. How- ever, this is also not directly applicable to our setting of ﬁltering the underlying signal, since the desired response signal, which is the underlying signal itself, is not available to the ﬁlter. Un- supervised adaptive ﬁltering [7] considered the case where the desired response signal is not available, but certain statistical as- sumptions on the underlying signal were needed. Hence, when there is no knowledge about the statistical property of the un- derlying signal, or when the underlying signal is not a stochastic process, it is not clear how we can apply the above approaches. Instead, we take an on-line learning approach, whereby we do not assume any stochastic mechanism in generating the under- lying signal. Unlike the underlying signal, we do make assump- tions on the noise, i.e., we assume that the noise is additive zero mean, time-independent, bounded, and the variance of the noise is known to the ﬁlter. The assumption of known noise variance is not too stringent in practice given that the noise is time-in- dependent. That is, by sending some training sequence before the ﬁltering process begins, we can have a good estimate on the noise variance by taking the sample variance of the noise and as- suming that the noise variance is known. Given above assump- tions, we build a ﬁlter that performs essentially as well as the best FIR ﬁlter which is tuned to the actual underlying sequence, as the length of the observation sequence increases, regardless of what that underlying sequence may be. We obtain perfor- mance guarantees pertaining both to the expected and the actual MSEs. By doing so, we overcome the two limitations mentioned above, guaranteeing uniformly good performance for every pos- sible underlying individual signal. This individual sequence set- ting result is strong enough to imply the conventional stochastic 1053-587X/$25.00 © 2009 IEEE Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply. 
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1068 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 57, NO. 3, MARCH 2009
 Universal FIR MMSE FilteringTaesup Moon, Member, IEEE, and Tsachy Weissman, Senior Member, IEEE
 Abstract—We consider the problem of causal estimation, i.e.,filtering, of a real-valued signal corrupted by zero mean, time-inde-pendent, real-valued additive noise, under the mean-squared error(MSE) criterion. We build a universal filter whose per-symbolsquared error, for every bounded underlying signal, is essentiallyas small as that of the best finite-duration impulse response (FIR)filter of a given order. We do not assume a stochastic mechanismgenerating the underlying signal, and assume only that the vari-ance of the noise is known to the filter. The regret of the expectedMSE of our scheme is shown to decay as ���������, where� is the length of the signal. Moreover, we present a strongerconcentration result which guarantees the performance of ourscheme not only in expectation, but also with high probability. Ourresult implies a conventional stochastic setting result, i.e., whenthe underlying signal is a stationary process, our filter achievesthe performance of the optimal FIR filter. We back our theoreticalfindings with several experiments showcasing the potential meritsof our universal filter in practice. Our analysis combines toolsfrom the problems of universal filtering and competitive on-lineregression.
 Index Terms—FIR MMSE filtering, logarithmic regret, onlinelearning, regret minimization, universal filtering, unsupervisedadaptive filtering.
 I. INTRODUCTION
 E STIMATING the real-valued components of a signal cor-rupted by zero mean real-valued additive noise is a fun-
 damental problem in signal processing and estimation theory.When the underlying signal is a stationary process, the usualcriterion for the estimation is the mean square error (MSE), andmuch work on minimum MSE (MMSE) estimation has beendone since Wiener [1]. Moreover, due to the ease of imple-mentation, linear MMSE estimation has been popular for manydecades [2]. There are noncausal and causal versions of linearMMSE estimation, and in the signal processing literature, theterm filtering is used for both cases. However, in this paper, wewill only use that term for causal estimation and refer to a causal
 Manuscript received April 07, 2008; revised October 19, 2008. First pub-lished November 21, 2008; current version published February 13, 2009. Theassociate editor coordinating the review of this manuscript and approving it forpublication was Dr. Mark J. Coates. This work was supported in part by the NSFby Grants 0546535 and 0729119, and by the Samsung Scholarship. The mate-rial in this paper was presented in part at the IEEE International Symposium onInformation Theory, Nice, France, June 2007.
 T. Moon was with the Department of Electrical Engineering, Stanford Uni-versity, Stanford, CA 94305 USA. He is currently with Yahoo! Inc., SunnyvaleCA 94089 USA (e-mail: [email protected]).
 T. Weissman is with the Department of Electrical Engineering, Stanford Uni-versity, Stanford, CA 94305 USA, and is also with the Department of ElectricalEngineering, Technion, Haifa 32000, Israel (e-mail: [email protected]).
 Color versions of one or more of the figures in this paper are available onlineat http://ieeexplore.ieee.org.
 Digital Object Identifier 10.1109/TSP.2008.2009894
 estimator as a filter. The most common form of the linear MMSEfilter is the finite-duration impulse response (FIR) filter, sincestability is not an issue and it is easy to implement.
 In practice, there are two limitations in building the linearMMSE estimators. One is that we need prior knowledge of thefirst and second moment of the signal which we usually do nothave. The other, which may be more severe, is that we needstationarity assumptions on the underlying signal, whereas inpractice the signal may be nonstationary, or even nonstochasticin many cases. In this paper, we will focus on FIR MMSE filters,and try to tackle these limitations jointly.
 Robust minimax [3]–[5] and adaptive filtering [6] are ap-proaches that have been taken to deal with the above limitations.The former aims to optimize for the worst case in the signal un-certainty set, to get a robust estimator. However, this approachignores the fact that we can learn about the signal, and mostof them allow large delay in estimation, i.e., noncausal estima-tion, which is not applicable in filtering problems that have strictcausality constraints. On the other hand, adaptive filtering triesto build an FIR filter that sequentially updates its filter coef-ficients by learning from the noisy observation and a desiredresponse signal, which the filter output aims to approach. How-ever, this is also not directly applicable to our setting of filteringthe underlying signal, since the desired response signal, whichis the underlying signal itself, is not available to the filter. Un-supervised adaptive filtering [7] considered the case where thedesired response signal is not available, but certain statistical as-sumptions on the underlying signal were needed. Hence, whenthere is no knowledge about the statistical property of the un-derlying signal, or when the underlying signal is not a stochasticprocess, it is not clear how we can apply the above approaches.
 Instead, we take an on-line learning approach, whereby we donot assume any stochastic mechanism in generating the under-lying signal. Unlike the underlying signal, we do make assump-tions on the noise, i.e., we assume that the noise is additive zeromean, time-independent, bounded, and the variance of the noiseis known to the filter. The assumption of known noise varianceis not too stringent in practice given that the noise is time-in-dependent. That is, by sending some training sequence beforethe filtering process begins, we can have a good estimate on thenoise variance by taking the sample variance of the noise and as-suming that the noise variance is known. Given above assump-tions, we build a filter that performs essentially as well as thebest FIR filter which is tuned to the actual underlying sequence,as the length of the observation sequence increases, regardlessof what that underlying sequence may be. We obtain perfor-mance guarantees pertaining both to the expected and the actualMSEs. By doing so, we overcome the two limitations mentionedabove, guaranteeing uniformly good performance for every pos-sible underlying individual signal. This individual sequence set-ting result is strong enough to imply the conventional stochastic
 1053-587X/$25.00 © 2009 IEEE
 Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply.
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MOON AND WEISSMAN: UNIVERSAL FIR MMSE FILTERING 1069
 setting result as well, namely, when the underlying signal is as-sumed to be stationary, the performance of our filter achieves theperformance of the optimal FIR filter. A more precise problemformulation will be given in Section II.
 Our on-line learning approach for FIR MMSE filtering is in-timately related to two lines of research in information theoryand learning theory. One is the universal filtering problem, alsoknown as sequential compound decision problem, which is theproblem of causally estimating the finite alphabet individual se-quence based on the Discrete Memoryless Channel (DMC) cor-rupted noisy observation. This problem has been initiated andwas the focus of much attention in 1950’s and 1960’s [8]–[10].Recently, there has been resurgent interest in this area. For ex-ample, [11] establishes a connection between universal filteringand universal prediction [12]. The other related problem areais the competitive on-line linear regression problem for real-valued data, which is the problem of estimating the signal com-ponents based on past side information-signal pairs and currentside information. [13] has developed on-line linear regressorsfor square error loss that compete with finite order linear regres-sors, and [14] extended this to the universal linear least squaresprediction problem for real-valued data. Our work is an exten-sion of both problems, i.e., an extension of the universal filteringproblem to the case of real-valued individual sequences withsquared error loss and linear experts, and an extension of thecompetitive on-line linear regression problem to the case wherethe clean signal is not available for learning. Naturally, we try tomerge the methods of [11] and [13] in developing our universalFIR MMSE filter.
 The rest of the paper is organized as follows. The formulationof the problem and the main result are given in Section II. Wederive our universal filter in Section III, and prove the maintheorem in Section IV. The stochastic setting result followsin Section V, and several discussions are given in Section VI.Section VII presents five different experiment sets that show-cases the potential merits of our universal filter in practice.Finally, concluding remarks and future work are given inSection VIII. Proofs of lemmas are moved to the Appendix toallow for a smooth flow of the arguments.
 II. PROBLEM FORMULATION, FILTER DESCRIPTION, AND
 MAIN RESULTA. Problem Formulation
 Let denote the real-valued signal that we wantto estimate, and assume that for all , takes value in
 , for some . We denote thesignal with lower case, since we do not make any probabilisticassumption on the generation of . Hence, can beany arbitrary bounded individual sequence, even chaotic andadversarial. Suppose this signal goes through an additivechannel, where the noise is independent over , and
 , for all . Thus, the noise at eachtime is not necessarily identically distributed, but we requirethe variance to be equal for all time.1 Additionally, we assume
 1In fact, the equal variance assumption for the noise components is not cru-cial, but it was assumed for the simplicity of the argument. Our scheme andresults would naturally generalize to the case of ��� � � � , where � isbounded away from zero for all �, provided that the variance sequence �� �is known to the filter.
 that the noise is bounded almost surely, i.e., there exists a, such that for all , with probability one.
 The bounded noise assumption simplifies our analysis but isnot essential. We denote as the output of the additivenoisy channel whose input is , i.e.,
 (1)
 The boldface notations will denote the -dimen-sional column vector of recent symbols, i.e.,
 , ,and , where is atransposition operator. For completeness, we assign zeros tothe elements of vectors whose indices are less than or equal tozero. We denote and .Also, we denote . denotes theEuclidean norm if it is used for vectors, and operator norm(i.e., maximum singular value) if used for matrices. Also, formatrices, denotes -norm, i.e., .
 Generally, a filter is a sequence of mappings ,where and is the causal estimator of
 based on the noisy observation . Theperformance of a filter for is measured by the normalized cu-mulative squared error or, equivalently, the mean-squared error(MSE)2
 (2)
 Now, an FIR filter of order , the focus of this paper, can bedenoted as , where is a vector offilter coefficients. Then, for each individual sequence andnoisy sequence realization , the best FIR filter coefficients
 that achieves
 (3)
 is given as .Therefore, for given clean and noisy signal realization of length
 , the best FIR filter of order is obtained from the completeknowledge of .
 In this paper, we devise a filter thatonly depends on the noisy signal and the noise vari-ance , whose MSE asymptotically achieves (3) for every un-derlying signal , as becomes large. A more precise de-scription of the performance guarantee will be presented in ourmain theorem. As mentioned in the Introduction, this universalFIR MMSE filtering problem is more challenging than the on-line linear least-squares regression problem [13], [14], since thefilter cannot observe the clean signal, but only observes its noisyobservation. Therefore, the filter needs to combat not only the
 2In conventional signal processing literature where the underlying signal isusually a stationary stochastic process, MSE means the expected squared-errorat certain time �, where the expectation is with respect to the signal and thenoise stationary distributions. In our setting, however, since we do not makeany assumption on the distribution of the underlying signal, we use the empiricalaverage of squared-errors and refer MSE to that quantity. As shown in Section V,this performance measure is more general than the conventional one, since ourresult implies a result for stochastic setting with conventional MSE.
 Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply.
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 arbitrariness of the underlying signal, but also the randomnessof the noise. A similar setting of the linear least-squares predic-tion with noisy observations has been considered in [15]. Thedifference between our filter and the noisy predictor in [15] isthat, by definition, our filter utilizes the noisy observation forestimating , whereas the noisy predictor does not have the ac-cess to . This difference is a crucial one since is the mostimportant observation for estimating , and it will result in asignificant performance gap between the two schemes. Severalexperiments in Section VII will stress this point. Furthermore,the result in [15] was obtained directly from the prediction resultin [14] and a concentration of the sum of noise symbols, namely,the noisy predictor for simply tries to predict based on
 , whereas our result is attained by adopting a more involvedprediction-filtering association developed in [11] and applyingprobabilistic arguments. Hence, similarly as [15] is an extensionof [16] from finite-alphabet to the continuous-valued setting inthe prediction context, our work can be considered as an exten-sion of [11] in the same direction for the filtering context.
 B. Description of Our Filter
 Here, we describe our filter. A detailed derivation of the filterwill be given in Section III. First, we define a positive definitematrix , and a preliminaryfilter coefficient vector
 (4)
 for each . We also define a ball of filter coefficients
 (5)
 where , and a projec-tion to the ball
 (6)
 for any . The value of will be justified later. Then, ourfilter at time is given as
 (7)
 where , a projection of to . Notethat this filter is not linear in the noise sequence , but,for given , it linearly combines the noisy componentsto estimate . A discussion of an algorithmic aspect of ourfilter will be given in Section VI. The definition of our filter(7) also requires the knowledge of signal and noise bounds,
 and , in addition to the noise variance . This is a re-quirement to bound our filter coefficient for all , and isneeded for proving our high probability results below. However,in Section VI-B, we argue that this requirement is not neces-sary in any meaningful practical scenarios, and only the knowl-edge about and are enough in building our universalfilter. Furthermore, one may be intrigued by the exclusion of
 in determining the filter coefficients at time since is themost important observation in estimating . Although this may
 seem counterintuitive, it is a necessary requirement for our anal-ysis that will become clear in Section III. Nonetheless, a readershould not be confused with the fact that our scheme indeed isa filter since it does use by combining components ofin estimating . It will also become clear that the exclusionof in determining the filter coefficients does not affect thefilter performance much as we present our simulation results inSection VII.
 Following subsection presents our main result of this paper.
 C. Main Result
 Theorem 1: Consider a filter as definedin (7). Then, we have following two theorems.
 (a) For all and all
 (b) For all , all , and sufficiently large ,
 Remark: Note that we have suppressed all the constants inthe bound with notation. To state the dependencies onconstants qualitatively, the bound in Part (a) depends poly-nomially on , , , and , and the bound in Part (b)depends polynomially on , , , and , and exponen-tially on . However, we omit these dependencies on constantsin stating the theorem to avoid unnecessarily complicatedexpression of the theorem and to highlight the dependenceof the bound on the sequence length . Instead, we examinethe effect of constants on the convergence rate via variousexperimentations given in Section VII, which will show thatthe effects are not as severe as we see on the complicatedupper bound expressions. Part (a) of the theorem asserts thelogarithmic decay rate of the regret of the expected MSE ofour filter, where the expectation is with respect to the noisedistribution. Note that this logarithmic decay rate parallels thatof the results in [13] and [14]. Part (b) gives a much strongerresult than Part (a), i.e., it shows that, as grows, not only theexpected MSE of our filter gets close to the minimum expectedMSE , but also theactual MSE of our filter is guaranteed to be no larger than theminimum actual MSE ,with high probability. It is worth noting that, while in moststatistical signal processing contexts with a stochastic setting,it is usually satisfactory and informative enough to make state-ments regarding the expected performance of a filter, this isnot the case in the individual sequence setting considered here.The whole point of the individual sequence setting is to have acomplete picture of what is really happening (actual rather thanexpected MSE) for every possible sequence. This is why weobtain the high probability result, which guarantees the actual
 Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply.
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 performance of the filter, in addition to Part (a). Finally, notethat from Part (b), we easily obtain the almost sure convergence
 by the fact that is summable and applying theBorel-Cantelli lemma.3
 III. DERIVATION OF THE UNIVERSAL FILTER
 In this section, we derive our universal filter based on a similarargument as in [11]. We first introduce the following definitionto further simplify our notation.
 Definition 1: For any , define(a) ;(b) .Remark: When we think of as a filter coefficient of order
 , denotes the squared loss incurred by a filter. Note that, although suppressed in the notation,
 depends not only on , but also on . In contrast, de-notes the estimated loss of based on ,the meaning of which will become clear in what follows. Unlike
 , does not depend on and hence is observable.Equipped with this notation, we have the following martin-
 gale lemma, which is inspired by [11].Lemma 1: Consider a sequence of random vectors
 , where each . Suppose is-measurable for all . Then, for all
 is a -martingaleProof: See Appendix A.
 Now, consider a class of filters of the form, where . Then, since Lemma 1 also
 holds for any constant weight vector , we have
 (8)
 for all , where (8) is from the martingale result estab-lished in Lemma 1. Hence, the observable
 is an unbiased estimate of .
 3A part of this result was presented in [17].
 This is the reason why we referred to as an estimated lossin Definition 1. One important thing to note is that, from the re-lationship in (8), we can replace the sum,
 , that depends both on and with its unbiased es-timate that only depends on . We attempt to build our uni-versal filter that, by definition, should only depend on the noisyobservation causally, based on these unbiased estimates of thesquared-error losses. This approach of working with an unbi-ased estimate to circumvent the difficulty of not observing theunderlying clean signal has also been utilized in various pre-vious research papers such as wavelet-based denoising [18], pa-rameter estimation [19], discrete denoising [20], [21] and uni-versal filtering of finite-alphabet signals [10], [11], [22].
 To derive our universal filter, we follow the perspective of pre-diction-filtering association developed in [11]. Namely, we canthink of the filter coefficient , which is based on , as aprediction of a linear mapping for time that maps a vectorinto . Then, can be thought of as the correspondingloss incurred at time by that prediction. Conversely, wheneverwe have a sequence of predictors in the above sense,we can associate an FIR filter by merely defining
 . As in [11], we continue to adhere to the predictionviewpoint in further development of our filter. Note the differ-ence that we are trying to predict a linear mapping to apply attime , unlike the scheme in [15] which tries to predict . Thesum can then be interpreted as a dif-ference between the cumulative loss incurred by the sequence ofpredictors and that of a constant predictor . Our ap-proach is to come up with a sequence of predictorsthat makes the cumulative loss of the predictors close to that ofthe best constant predictor, and then show that the associatedfilter indeed is defined as (7) and has the properties presented inTheorem 1.
 In solving the above prediction problem, by recognizingas a convex function in , one may be tempted to use
 algorithms that are developed in the context of online convexoptimization [23] in the learning theory community. That is, toobtain the logarithmic decay rate of Part (a), we can proceedas in [11] by treating as an individual sequence andsimply apply the algorithms in [23] to the prediction probleminside the expectation in (8), and get the logarithmic regreteven before taking the expectation. A slower rate than the loga-rithmic rate, e.g., , can indeed be attained this way byapplying general online gradient descent algorithms as in [24].However, for the logarithmic rate, the subtle point is that, dueto being random, the induced loss function does notsatisfy the conditions required by the algorithms in [23]: beingexp-concave4 with some constant for all . Therefore, wecannot directly apply the algorithms developed in [23]. Instead,we derive our predictor in a rather intuitive way, and carefullyanalyze the behavior of our associated filter’s performance bytaking into account the randomness of . A detailedanalysis will follow in the next section.
 4A convex function ���� is an exp-concave function with parameter � � �,if ����������� is a concave function in �.
 Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply.

Page 5
						

1072 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 57, NO. 3, MARCH 2009
 Before obtaining our filter, we consider our estimator for the(regularized) cumulative loss up to time , which we define tobe
 (9)
 where is the -by- identity matrix. Note that, defined in Section II-B, is the Hessian
 of and is positive definite for all . Then, it is clear to re-alize that defined in (4) is a unique minimizer of ,the cumulative estimated losses up to time . Note that de-pending on , can grow without bound as be-comes large. However, as shown in the next section, the bestFIR filter coefficient that achieves (3) is bounded with highprobability, and we would only need to consider the filter co-efficients that are bounded, i.e., coefficients in . Therefore, byprojecting onto , we obtain our prediction for time
 which is always in and -measurable. This predictorcan be thought of as a follow-the-leader type predictor in [9],[10] except for the ridge term in that prevents fromdiverging. Finally, following the prediction-filtering associationmentioned above, we define our filter at time as
 which is also given in (7). Since is -measurable,(8) remains valid with replacing . The form of ourfilter resembles that of the Recursive Least Square (RLS) adap-tive filter [6, Ch. 9] or the on-line ridge regressor [13]. The dif-ference is that (7) is solely expressed with the noisy signals andthe noise variance, whereas the other two need to know a desiredresponse or the clean past signal components. We now moveon to prove that our filter (7) satisfies the properties stated inTheorem 1.
 IV. ANALYSIS
 We first present two lemmas needed for the proof of Part (a)of our theorem. Lemma 2, which resembles the steps in [13] and[25, Ch. 11.7], collects properties of and . Lemma3 asserts a key concentration result and borrows a law of largenumbers argument from [10].
 Lemma 2: Consider and defined in Section II-B.(a) satisfies5
 5Here and throughout, equalities and inequalities between random variables,when not explicitly mentioned, are to be understood in the almost sure sense.
 and
 (10)
 where is the maximum eigenvalue of .(b) Let . Then
 (c) For all
 Proof: Part (a) and (b) follow from manipulations of thedefinition of . Part (c) builds a telescoping sum and uses theconvexity of . See Appendix B for a detailed proof.
 Lemma 3: Denote . Then,(a) For any ,
 where .(b) Let be the minimum eigenvalue of the random
 matrix . Then,
 where .Proof: Part (a) is based on the concentration of the sum of
 bounded martingale differences. Part (b) uses the fact that theminimum eigenvalue of a matrix is a continuous function of theelements of the matrix. See Appendix C for a detailed proof.
 Remark: Part (b) of the lemma shows that, as grows, theminimum eigenvalue of will grow linearly in with highprobability. This property plays a central role in the proof ofour theorem.
 Equipped with the above two lemmas, we now prove Part (a)of our theorem.
 Proof of theorem 1(a): First, note that
 achieves and. Hence, it is enough to only consider the filter
 coefficients in and show
 (11)
 Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply.
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MOON AND WEISSMAN: UNIVERSAL FIR MMSE FILTERING 1073
 to prove Part (a) of our theorem. To show this, for our filterdefined in (7) and for all , we begin with the
 following inequality:
 (12)
 (13)
 where (12) follows from (8) and definition of , and (13)follows from Lemma 2(c). To proceed, consider
 (14)
 where (14) follows from applyingobtained in Lemma 2(a) and the Cauchy-Schwartz inequality.
 We now continue (13) separately on each term of (14). The ex-pected sum of the first term in (14) becomes
 (15)
 (16)
 (17)
 (18)
 where (15) follows from the fact that is symmetric and; (16) follows from Lemma 2(b) and set-
 ting ; (17) follows fromby interlacing inequality [26, The-
 orem 4.3.1] and adding the th term in the end, and(18) follows from the fact . Now, by applying
 Lemma 3(b) again, we know that with probability of at least, the event
 (19)
 hold. Therefore, by conditioning on this event and its comple-ment, we can continue to upper bound (18) as
 (20)
 (21)
 Since for any , we knowthat (20) is upper bounded by a constant. Furthermore, since theboundholds for any , we conclude that (21) is .
 We can apply a similar technique to bound the expected sumof the second and the third term in (14). From Lemma 2(a) andLemma 3(b), we can see that for , with prob-ability of at least , we have
 and thus, . Therefore,by conditioning on this event and its complement, we have
 (22)
 where (22) follows from and. Thus, we conclude that (22) is
 upper bounded by a constant. Similarly, we have
 (23)
 and see that (23) is again upper bounded by a constant. There-fore, by combining the bounds on (20), (21), (22), and (23), wecontinue from (13) and obtain
 (24)
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 for all . Since is a bounded set, we have proved (11)and Part (a) of the theorem.
 To prove Part(b) of Theorem 1, we need two additionallemmas. Lemma 4 below shows that when the probability ofeach random variable indexed by being positive has an upperbound that exponentially decreases in , the probability of theaverage being positive also has a bound that is summable in .Lemma 5 gives a result paralleling (24) for the high probabilitysetting.
 Lemma 4: Let be a sequence of random variablessatisfying a.s. for some positive constants
 and and, for each , for somepositive constant . Then
 (25)
 Proof: The lemma follows from successive applications ofthe union bound. See Appendix D for a detailed proof.
 Remark: As aforementioned, the key point of this lemma isthat the right-hand side of (25) decays fast enough with so thatit ensures .
 Lemma 5: Fix . Then, for all , all , and forany fixed , our filter defined in (7) satisfies
 Proof: The proof follows from the martingale result inLemma 1 and the result of Lemma 4. See Appendix E for a de-tailed proof.
 Now, we can prove the second part of our theorem.Proof of theorem 1(b): Recall from Section II-A that the
 best FIR filter coefficients that achieves (3) is given as
 Lemma 3(b) shows that with probability of at least, the maximum eigenvalue of
 is less than or equal to , hence,and . This shows
 the reason why we set the value of as in Section II-B. Fromthis observation, we know that
 (26)
 and similarly as in Part (a), it suffices to only consider the filtercoefficients in and prove
 (27)
 Since is compact and are bounded for all, we can easily verify that is a
 Lipschitz continuous function on . Now, let be a finite setthat is obtained by uniformly quantizing with resolution .Then, from Lipschitz continuity, we can find a constant suchthat
 (28)
 where is a constant independent of . Note that. Furthermore, for given , there exists some
 sufficiently large such that for all ,
 (29)since for all . Now, fix , and let .Then, we have
 (30)
 (31)
 (32)
 (33)
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 where (30) follows from (29); (31) follows from ;(32) follows from the union bound, and (33) follows from
 . Now, applying Lemma 5 asserts that (33) isupper bounded by . Therefore, (27) is provedand Part(b) of the theorem follows.
 V. STOCHASTIC SETTING
 The individual sequence setting result of Theorem 1 ensuresa conventional stochastic setting result as well. Namely, whenthe underlying signal is a bounded, real-valued, stationary sto-chastic process, our universal filter achieves the performance ofthe optimal FIR filter, or the Wiener FIR filter. This result isanalogous to the stochastic setting result for the finite-alphabetunderlying signals in [27].
 Suppose the underlying signal is now a sta-tionary stochastic process, independent of the noiseprocess, and denote as its probability distribution.Without loss of generality, we assume forall . Then, we can denote the minimum MSE (MMSE)attained by the Wiener FIR filter as
 , where, and . The
 following corollary asserts our stochastic setting result.Corollary 1: Suppose the underlying signal is a sta-
 tionary stochastic process. Then the filter de-fined in (7) satisfies
 Proof: The proof follows from applying Part (a) of The-orem 1. Note that from the stationarity,
 (34)
 Therefore, we have
 (35)
 (36)
 (37)
 where (35) follows from (34), (36) follows from exchangingexpectation with minimum, and (37) follows from applying Part(a) of Theorem 1 for each conditioned sequence .
 VI. DISCUSSION
 A. Algorithmic Description
 As shown in the definition of our filter, the main requirementin implementing our filter is to calculate the preliminary filtercoefficient for each time . Lemma 2(a) and the matrix
 inversion lemmashows that can be recursively updated with
 complexity of , instead of , which a naive inversionof will require. Therefore, the total complexity of our filterfor given sequence length and filter order is .
 B. Requirement of the Knowledge on Bounds of Signal andNoise
 As we mentioned in Section II-B, implementation of our filtercoefficient requires the knowledge of the signal and noisebounds, and . This was necessary in proving Lemma5 where we needed to make sure that the martingale differ-ences are bounded for all .However, in any practical scenarios, we claim that this require-ment is not necessary since all possible implementable filtercoefficients that we are competing with, including the best im-plementable FIR filter coefficient, should be bounded anyway.More specifically, when we build the FIR filters with DigitalSignal Processor (DSP) chips, any possible filter coefficientsshould have bounded norms due to the memory limits of theprocessors. Suppose , which is independent of and
 , is the maximum bound on the coefficients that a DSP chipcan support. Then, it is clear that the norm of the best FIR filtercoefficient that is implementable with the DSP is less than orequal to . Therefore, when we set the bound of in (5)as , all the analysis that we gave will stillhold. Hence, in most practical scenarios, we would not need toknow the bounds and explicitly. Instead, the knowledgeof the predetermined parameter of a DSP chip , which weknow from the specification of the DSP chips, the noise variance
 , and the noisy signal would suffice to implement ouruniversal filter .
 C. Comments on the Expectation Result
 In Theorem 1(a), we focused on the regret of the expectedMSEs
 (38)and showed that this regret goes to zero at rate . Infact, we can consider an even stronger notion, the expectationof the actual regret,
 (39)
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 Clearly, (39) is an upper bound on (38), and we do not know howto attain the logarithmic decay rate for (39). However, with ad-ditional complexity of the filtering scheme, we can upper bound(39) by . The trick would be to consider the noisysignal components with blocks (of length ) so that concentra-tion of the block-sum of the estimated losses can happen to en-sure the exp-concavity of the loss functions with sufficientlyhigh probability, and use the result of [23]. This trick wouldlose additional factor due to treating estimated losses withblocks. Although this gives a meaningful bound for the strongermeasure (39), we omit a detailed analysis.
 VII. SIMULATION RESULTS
 In this section, we demonstrate the performance of our uni-versal filter with several experiments.
 A. Linear, Stochastic Signal
 Our first example considers the case where the underlyingsignal is a stationary, first order autoregressive signal. Morespecifically, the clean signal evolves as
 (40)
 where is iid , and toassure the stationarity of . The noisy signalis obtained from passing the clean signal through the additivechannel (1), where is iid , independent of
 . Note that we assumed the signal and the noise areGaussian processes, although we required them to be bounded inthe analysis of the theorem. However, for any finite , the signaland the noise are bounded by and
 , which are both finite. Therefore, the analysisof our theorem still holds. Moreover, in the practical scenarioas discussed in Section VI-B, our universal filterin (7) can still be implemented without any knowledge ofor . That is, we assumed that the limit of a DSP chipis sufficiently large, and we used the raw for our filtercoefficients.
 We implemented our universal filter of order , and ex-perimented with the sequence length . For comparisonpurpose, we implemented the noisy predictor in [15] and a filterthat can be induced by applying the online gradient descent al-gorithm in [24], both with the same order. The noisy predictorin [15] is given as , where
 (41)
 and , are defined in the same way as our filter. (41) looksvery similar to (4), but is clearly a predictor andnot a filter, since it does not utilize in estimating . Thegradient-descent filter obtained by applying the online gradientdescent algorithm in [24], as described in Section III, is givenas , where
 (42)
 Fig. 1. MSEs for AR(1) signal (40). 1(a) is for a single sample path, and 1(b)is for the average of 100 experiments.
 is again the projection function in (6), and is thelearning rate. Since the estimated loss function is convexfor all and , when , [24] assures the same asymp-totical optimality of as our filter, but with aslower convergence rate . As an ultimate comparisonscheme, we also implemented Kalman filter, which is theoptimal filter for above Gaussian signal and noise. Note thatalthough Kalman filter is also a linear filter, the order is notfinite, but is increasing with .
 Fig. 1(a) shows the MSE results of our universal filter, the noisy predictor , the gradient-descent
 filter , the best FIR filter that achieves (3),and Kalman filter, for a single realization of the signal and thenoise. Since the convergence of withwas extremely slow in our experiment, we instead plot with afaster learning rate . First thing to note in Fig. 1(a)is that the performance of the best FIR filter of ordernearly overlaps with the performance of the optimal Kalman
 Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply.

Page 10
						

MOON AND WEISSMAN: UNIVERSAL FIR MMSE FILTERING 1077
 filter. This may be due to the diminishing dependency of noisysignal on the past and enhances justification of our focus on thefinite-order filters. Now, from the MSE curve of our universalfilter, we can clearly see that our filter, which only observes thenoisy signals causally together with the knowledge of the noisevariance, successfully attains the performance of the best FIRfilter with the same order, which is determined by a completeknowledge on , as guaranteed by our Theorem 1. Inaddition, from above observation, we notice that our filter nearlyattains the optimal performance of Kalman filter with almostnegligible margin as the sequence length increases. Moreover,we observe that the convergence rate of our filter is much fasterthan the gradient-descent filter , which is againpredicted by our theorem. Thus, although the gradient-descentfilter may have the same asymptotically optimal performanceas our filter, it performs poorly in practice with finite-lengthsignal. It is also obvious from the figure that the noisy predictor
 is not able to achieve the performance of the bestFIR filter. This is because the noisy predictor does not have anaccess to in estimating , whereas is the most importantobservation for . Therefore, this experiment demonstratesthat our universal filter successfully generalizes the noisypredictor in [15] to the filtering setting. Fig. 1(b) presents theresult of an average performance of 100 different sample pathsof the signal and the noise. We observe that the performanceand convergence rate of each scheme for a single sample path isconsistent with the average performance. This asserts the highprobability result of our theorem.
 B. Nonlinear, Stochastic Signal
 Our next example considers the case where the clean signalinvolves nonlinear terms. That is, we consider the following un-derlying nonlinear signal
 (43)
 where is iid and for ,1,which also appears in [28, Sec. VI]. We pass this signal againthrough the additive channel (1) with iid ,independent of . We again experimented withfor our filter and . Unlike the autoregressive signalcase, Kalman filter is neither optimal nor implementable forthis signal. Instead, we compare our filter with the extendedKalman filter [29], which is commonly used in practice for fil-tering nonlinear signals of known statistics. Note that, however,the extended Kalman filter is not an optimal filter, but just oneheuristic that approximates the nonlinear terms with the firstorder Taylor expansions. Therefore, the extended Kalman filterwould not necessarily perform better than our universal filter.Fig. 2 shows the MSE results of our filter, the noisy predictor,the gradient-descent filter, the best FIR filter, and the extendedKalman filter for the nonlinear signal (43). The single samplepath result in Fig. 2(a) again shows the similar result as the au-toregressive signal case in Fig. 1(a). The most notable point ofthis experiment is that our filter outperforms the performance of
 Fig. 2. MSEs for nonlinear signal (43). 2(a) is for a single sample path, and2(b) is for the average of 100 experiments.
 the extended Kalman filter. That is, although our filter only com-petes with linear filters with finite order, since the performancetarget of our filter is the best FIR filter that is determined by theactual realization of the signal and the noise, it can outperformthe extended Kalman filter which is nonlinear and knows thesignal model (43). Again, Fig. 2(b) shows the average perfor-mance which is consistent with the single sample path result.
 C. Universality of Our Filter
 The above two examples show that our filter, which does notknow about the underlying signal model, can learn about thesignal and perform as well as or better than the schemes that relyon the exact knowledge of the signal model. The third examplestresses this powerful universality of our filter. We again experi-ment with the first order autoregressive signal and the nonlinearsignal, but with different models. That is,
 (44)
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 Fig. 3. Average MSEs for signals (44) and (45). Kalman filter and the extendedKalman filter used here are matched to wrong signals (40) and (43), respectively.(a) Average MSE result for autoregressive signal (44); (b) average MSE resultfor nonlinear signal (45).
 and
 (45)
 with the same initial conditions as (40) and (43), respectively,are now the inputs to the additive channel (1) withiid , independent of . Since our filter doesnot depend on the signal model, the exact same scheme as whatwe used for the above two experiments is again applied for fil-tering both (44) and (45). For comparison schemes, we use theKalman filter that is matched to (40) for (44) and the extendedKalman filter that is matched to (43) for (45) to see the sensi-tivity of those schemes to the underlying signal models. Fig. 3shows the average MSE results of 100 experiments withfor our filter and sequence length . We observe that
 Fig. 4. MSE results averaged over 100 experiments for Henon map (46).
 our filter outperforms the mismatched Kalman and extendedKalman filter for both cases with significant margins. These ex-periments plainly show that our filter universally attains the per-formance of the best FIR filter regardless of the signal models,whereas schemes that heavily depend on the knowledge of thesignal models are very sensitive to the assumed models. There-fore, when there are uncertainties in the signal model, whichis usually the case in practice, our universal filter clearly has apotential in improving on conventional filtering schemes that re-quire knowledge of signal models.
 D. Filtering Deterministic Signal
 We next consider the case where the underlying signal is theHenon map,
 (46)
 with , which is deterministic but known to exhibitchaotic behavior. For the demonstration of the chaotic behaviorof Henon map, refer to [28, Sec. VI, Fig. 8]. Again, this signal iscorrupted by the channel (1) with iid . Now,since the underlying signal is deterministic, a filtering schemethat relies on the knowledge of the signal model does not makesense in this case, because knowing the model is equivalent toknowing the signal completely. Therefore, it is not clear whatconventional schemes to apply for filtering the above Henonmap-generated signal. However, we can still apply our universalfilter since it does not depend on the underlying signal. Fig. 4again shows the average MSE results of our filter, the noisy pre-dictor, the gradient-descent filter, and the best FIR filter with
 and . We observe that our filter reduces MSEsignificantly from the noise variance 1, which is the MSE ofsaying-what-you-see filter , and outperforms boththe noisy predictor and the gradient-descent filter significantly.
 E. Effect of Constants on the Convergence Rate of Regret
 Finally, our next example illustrates the effect of constants tothe convergence rate of our filter, which was suppressed in the
 Authorized licensed use limited to: Stanford University. Downloaded on January 19, 2010 at 18:31 from IEEE Xplore. Restrictions apply.
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 presentation of our theorem. We set the nonlinear signal (43)as the underlying signal and measured the impact of three con-stants: the signal bound , the noise variance , and the filterorder . We omitted to vary the bound on the noisy signalsince it is closely related to , and varying would showthe similar behavior as varying . Moreover, instead of varying
 of the signal directly, we varied the variance of the innova-tion denoted as for the sake of simple simulation.Clearly, the effect of varying is tied up with that of varying
 . Fig. 5 summarizes the results of the experiments. First, notethat instead of MSEs, the regrets
 are plotted, and the scale of y axis of the plots are slightly dif-ferent. The plots are again averages of 100 realizations with se-quence length . Fig. 5(a) shows the effect of the boundon the signal by experimenting with varying . The noise vari-ance was fixed to 1, and the filter order was . We canobserve that as signal amplitude becomes large, the convergenceof regret gets attenuated, but not so severely. On the contrary,Fig. 5(b) shows the effect of the noise variance and the boundon the noise by experimenting with varying . In this case,the innovation variance was fixed to 1, and the filter orderwas again . The figure shows that larger noise variance,or smaller signal-to-noise ratio have an impact in attenuatingthe convergence rate of the regret more severely than the viceversa case. Fig. 5(c) shows the effect of the filter order on theconvergence rate of regret. The innovation variance and thenoise variance were all set to 1 in this experiment. We ob-serve that, although the dependency on was exponential in ourupper bound (33), the slowdown of the convergence rate is notso severe in this case. Overall, although a qualitative statement,we state that despite the complex constant expressions in ouranalysis, the effect of those constants are not as severe as wegot in our bound. Indeed, we believe this tendency of the de-pendency on the constants would mostly be the case in practice,since many of the constant bounds are obtained from the worstcase scenario, i.e., signal or noise having always the maximumamplitudes.
 From this representative set of simulations, we observe thatour simple universal filter provides considerable performancegains in filtering noisy signals, especially when there are uncer-tainties in the underlying signal models.
 VIII. CONCLUDING REMARKS AND FUTURE WORK
 We have devised a filtering scheme that, for every boundedunderlying signal, performs essentially as well as the best FIRfilter without any knowledge of the underlying signal and withonly the knowledge of the first and second moments of the noise,under the MSE criterion. We showed that the regret vanishesin both expectation and high probability, and the decay rate ofthe regret of the expected MSE was shown to be logarithmicin . The logarithmic regret was not straightforward to achievedue to the fact that the estimated loss functions arenot always exp-concave functions. We also presented several
 Fig. 5. Regrets averaged over 100 experiments for nonlinear signal (43) withvarying parameters. (a) Regret when the innovation variance � is varying;(b) regret when the noisy variance � is varying; (c) regret when the filter order� is varying.
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 simulation results that support our theoretical guarantees andshow the potential merits of applying our filter in practice.
 Although the dependency of the bounds on was suppressedin our result, we can increase with with sufficiently slowspeed and still guarantee the asymptotically optimal perfor-mance. We omit a detailed mathematical argument here, but,for example, for each sequence length , if we set the order ofour filter as , the regret of our filter to any FIRfilter would still go to zero as goes to infinity. This schemeresembles the schemes devised for the universal compression[30], prediction [31], and filtering [11] problems for finite-al-phabet signals, that successfully compete with any order ofMarkov schemes. Our above scheme assumes the knowledgeof at the beginning of the filtering process to determine
 , which implies that the scheme is not strongly sequentialand depends on the horizon. However, it is straightforward toconstruct a strongly sequential scheme from above scheme byusing techniques that are by now standard, e.g., doubling tricksin [25, Ch. 2.3]. That is, we can divide the sequence into blockswith exponentially growing length, and apply above schemeseparately by blocks to make the regret to any FIR filter vanishas the sequence length increases.
 As for future work, we can extend our scheme to competewith reference classes that are larger than the class of FIR fil-ters in order to further minimize the MSE. One possible suchextension is to devise a scheme that competes with the class ofswitching FIR filters that parallels the switching predictors in[32] and switching denoisers in [21]. Again, obtaining the ex-pected regret of rate as in [32], where is thenumber of switches, may not be straightforward since the lossfunction is not always exp-concave, a condition required for thescheme in [32]. Another direction is to compete with the classof general nonlinear schemes as has been done for the denoising(noncausal estimation) case in [33]. However, in this case, theprocedure to obtain an unbiased estimate of the true MSE wouldnot be as simple as that in this paper, since the martingale rela-tionship in Lemma 1 relied heavily on the linearity of the filter.Instead, the channel inversion process developed in [33] may bea necessary component.
 APPENDIX
 A. Proof of Lemma 1
 Proof: Fix . Consider
 (47)
 where (47) follows sinceand
 . Therefore, for all
 (48)
 Note that is crucial to have the above equality.Hence, is a martingale dif-ference, and, therefore,
 is a martingale.
 B. Proof of Lemma 2
 Proof: The argument for Part (a) and Part (b) almost coin-cides with that of [25, Ch. 11.7] except for the constant vectorin the definition of . But, that difference hardly affects theargument.
 (a) From (4),
 Also
 (b) The bound can be obtained by following inequalities.
 (49)
 (50)
 (51)
 (52)
 where (49) is from the definition (4), (50) is from Cauchy-Schwartz inequality, (51) is from the definition of matrixnorm, and (52) is from the fact that is a symmetricmatrix.
 (c) From Definition 1,and
 . Hence,
 (53)
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 where (53) holds since fromdefinition in (4). Therefore, summing over leads to
 (54)
 The inequality in (54) holds since forall . Now, since is convex, and is itsminimizing argument, . Following somealgebra, we obtain
 which proves the lemma.
 C. Proof of Lemma 3
 Proof:(a) From the union bound,
 (55)
 (56)
 where denotes the th entry of the ma-trix . Since
 , we consider the con-centration of . Wenote that
 and consider the cases when and , sepa-rately. When , we can verify that the sequence
 is a martingaledifference with respect to , since areassumed to be independent with ,for all . When , without loss of generality, wecan assume . Then, we can again verify that
 is a martingaledifference with respect to , since
 and are zero mean and independent. Therefore,since we assumed that s and s are all bounded,we can apply Hoeffding-Azuma inequality [25, Sec.A.1.3] to get the bound
 (57)
 which, combined with (56), proves part (a).(b) In [34, (2.2)], we find
 (58)
 where and are the eigen-values of -by- matrix and , respectively,and . Let us denote
 . Then, since (58) is sym-metric in and , the inequality
 is also true. Now, we observe that
 due to the symmetry of in and ,and, thus, deduce that
 (59)
 i.e., the minimum eigenvalue is a Lipschitz contin-uous function of the elements of the matrix. Now,denote the event
 . Then, if , we have
 (60)
 (61)
 where , (60) is from(59), and (61) is from the fact that ispositive semidefinite. Since , by choosing
 , part (b) is proven by applying the result of part(a).
 D. Proof of Lemma 4
 Proof: Note first that, by the union bound, for any
 (62)
 (63)
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 Fix for sufficiently large . Then,consider
 (64)
 (65)
 (66)
 (67)
 (68)
 where (64) follows from the given bound ;(65) follows from
 ; (66) follows from the conditionon ; (67) follows from the union of events, and (68) followsfrom (63). In particular, takinggives
 and proves the lemma.
 E. Proof of Lemma 5
 To simplify the notation, we will use the notation inDefinition 1. First, note that we have following decomposition:
 (69)
 Then, from the union bound, we have
 (70)
 Since and are bounded, and (a) and (c) arebounded martingale from Lemma 1. Thus, we can use theHoeffding-Azuma inequality [25, Lemma A.7] to bound thefirst and third term of (70) as
 (71)
 (72)
 where
 (73)
 It is obvious that (71) and (72) vanish much faster than, and thus, the remaining property we need is
 (74)
 To show this, recall (14) and (19) and define
 Then, by denoting , again from Lemma 2(a) andLemma 3(b), we have .Since is positive semi-definite and ,
 . Hence,we can apply Lemma 4 and show
 (75)
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 (76)
 (77)
 where (75) follows from Lemma 4; (76) follows from, and (77) follows from identical steps as in (12)–(18),
 the fact that , and . Therefore, (74) and thelemma are proved.
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